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ABSTRACT

Aiming at the problem that dangerous operation behaviors in the laboratory is difficult to identify by 
monitoring the video. An algorithm of dangerous operation behavior detection in multi-task laboratory 
based on improved YOLOv5 structure is proposed. Firstly, the algorithm enhances, adaptively scales, 
and adaptively anchors box computing on the input of YOLO network. Then convolution operation 
is carried out to strengthen the ability of network feature fusion. Finally, the GIoU_Loss function is 
used at the output to optimize the network parameters and accelerate the convergence of the model. 
The experimental results show that the algorithm performs well in real-time head localization, head 
segmentation, and population regression, with significant innovation and superiority. Compared 
with traditional methods, this algorithm has better accuracy and real-time performance and can more 
effectively achieve human operation behaviors detection in laboratory application environments.
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INTRODUCTION

Human behavior is an important part of human life. There are many kinds of hazardous chemicals in 
university laboratories, which are scattered in storage locations and densely used (Dewi, 2021) and 
they are flammable, explosive, toxic, infectious and corrosive, and some high-risk chemicals even 
have highly toxic characteristics. If we can quickly identify dangerous behaviors by monitoring the 
video taken by the camera in the laboratory, we can find potential accident risks in time and deal 
with them immediately, which can effectively reduce or eliminate laboratory safety problems and 
ensure personal and property safety. Behavior detection and recognition has attracted more and more 
attention from relevant researchers because of its great application potential in monitoring system, 
video analysis and other fields (Ophoff et al., 2020; Li et al., 2021), and how to solve various problems 
in video behavior detection and recognition by using DL (Deep learning) technology is the hottest 
topic (Chen et al., 2021; Xu et al., 2020).

At present, the target detection methods based on DL algorithm can be divided into two categories 
according to whether the regional candidate network is adopted or not. The first stage is the two-
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stage target detection algorithm, the first stage is to generate candidate regions through the regional 
candidate network, and the second stage is to classify and regress the candidate regions (Xing et 
al., 2020). Literature (Zheng et al., 2021) put forward the histogram feature of gradient direction, 
combined with simple linear support vector machine as classifier, and achieved the best effect in the 
human detection algorithm at that time. Literature (Dao et al., 2022) proposes to use multi-camera 
pictures to detect the position, gesture and finger bending of hands, and stable detection can be realized 
through bone pictures, instead of data gloves, a contact device. The slow fusion model proposed in 
reference (Zimoch & Markowska-Kaczmar, 2021) uses 3D convolution and average pooling in its 
first three convolution layers, and achieved the best behavior detection effect at that time. Literature 
(Kohiyama & Yamashita, 2020) proposes a feature pyramid network for small target detection on 
the basis of Faster RCNN. Before using the feature pyramid structure, most DL-based detectors only 
detect at the top of the network.

Over the years, China has carried out a lot of research work in sensor network and monitoring, 
but the research combined with laboratory site safety monitoring is still in its infancy and exploration 
stage. Therefore, in order to manage hazardous chemicals in university laboratories scientifically, 
normatively and efficiently, it is particularly important to build an information management platform 
covering the whole process of purchase, use, storage and abandonment. In this paper, a multi-sensor 
integrated, flexible combination of functions, compact appearance, high precision and low cost 
laboratory dangerous operation behavior detection system is designed to improve the efficiency of 
laboratory safety management.Traditional methods for detecting hazardous work behaviors often rely 
on manually designed feature extraction methods, which often struggle to achieve ideal results in 
complex and dynamic environments. However, the emergence of deep learning algorithms provides 
new solutions to this problem. By constructing deep neural networks, we can automatically learn 
and extract high-level features from images, thereby achieving more accurate behavior detection.

In this article, we adopt a network structure of deep learning neural networks. This network 
structure can effectively capture spatial and temporal information in images. Firstly, deep learning 
is used to extract spatial features from raw images to identify the actions and postures of personnel 
in the laboratory. Then, deep learning is used to process temporal information to identify patterns of 
continuous actions and predict possible future behaviors. This network structure not only improves 
the accuracy of detection, but also enhances the real-time performance of the system.

ReSeARCH MeTHOD

Detection Algorithm of Dangerous Operation Behavior in Laboratory
In recent years, the state has paid more and more attention to education and scientific research, 
continuously increased investment in university laboratory construction projects, and the laboratory 
has developed rapidly. With the growth of experimental demand, the types and quantities of hazardous 
chemicals used in laboratories are increasing. Each laboratory should formulate rules and regulations 
and operating procedures for the safety management of hazardous chemicals, record and monitor 
the whole process from purchase, collection, storage, use, recovery and disposal, strengthen the 
hardware conditions for the safety management of hazardous chemicals, and improve the technical 
ability and professional quality of safety officers. Because the management mode is limited by time 
and the number of managers, there is still room for further improvement in the current laboratory 
safety management.

The management of hazardous chemicals in universities is a complex and challenging task. 
Many laboratory experimenters in universities, especially scientific research experimenters, do not 
systematically record the detailed information of the purchasers, quantities, channels and varieties 
of hazardous chemicals in detail, resulting in missing or distorted purchase data. Universities should 
constantly explore the methods and modes of hazardous chemicals management, strengthen and 
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standardize the safety management of hazardous chemicals in laboratories, reduce experimental 
accidents, ensure the personal safety of laboratory personnel, ensure the normal working order of 
teaching and scientific research, create a safe and good experimental environment, and ensure the 
teaching quality and scientific research output of laboratories.

DL is a branch of machine learning and an important research field of artificial intelligence. 
DL is a neural network with deeper network level, more complicated calculation and more network 
parameters. Among them, CNN, as an important model of DL, plays a very important role in 
complex scenes such as unmanned driving, image recognition and classification, voice recognition 
and intelligent robots (Wang & He, 2021; Zhang et al., 2022). At present, the main steps of the target 
detection algorithm based on DL can be divided into the following steps: firstly, the features of the 
input image are extracted by the deep neural network, secondly, the regions with high probability of 
the target appearing are found on the feature map, and then these regions are classified, finally, the 
target is accurately located by the border regression.

CNN (Convolutional Neural Network) is a feedforward neural network, which is composed 
of convolution layer, pooling layer and full connection layer. This structure can make good use of 
the two-dimensional structure of input data. The model can also be trained using back-propagation 
algorithm. It is one of the most common structures in DL. RNN (Recurrent Neural Networks) is a 
kind of neural network with the ability of short-term memory (Shen et al., 2022; Sha et al., 2021). 
The output of the current sequence time is related to the previous sequence time and can process and 
predict sequence data. It is often used in natural language processing and other fields.

YOLO algorithm treats object detection as a regression problem. It is an end-to-end network. 
By inputting an image from the network, we can directly get its bounding box and category and 
the corresponding confidence probability. YOLO transforms the problem of target detection into a 
regression problem, and puts forward a simple method to speed up the detection (Hu et al., 2021; 
Qing et al., 2021). The bounding box and the category of the target can be predicted simultaneously 
by directly using a CNN, so YOLO can realize real-time video detection. In this paper, an algorithm 
framework of dangerous operation behavior detection in multi-task laboratory based on improved 
YOLOv5 structure is proposed, which uses end-to-end network to realize real-time head positioning, 
head segmentation and population regression. The flow chart of the algorithm is shown in Figure 1.

Firstly, the algorithm enhances, adaptively scales and adaptively anchors box computing on 
the input of YOLO network. Then convolution operation is carried out to strengthen the ability of 
network feature fusion (Lawal & Zhao, 2021). Finally, the GIoU_Loss function is used at the output 
to optimize the network parameters and accelerate the convergence of the model.

Figure 1. Algorithm work flow chart
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There are a large number of convolution kernels in the three feature layers, but these convolution 
kernels make the image sample dimension very high, which leads to a lot of time consumption in 
calculation (Diana et al., 2019). The calculation method of parameter quantity of each convolution 
layer is as follows:

P I K K I
w h i

= × + × ×( )0
1  (1)

where P  represents the number of total reference in each layer; K K
w h
, is the width and height of 

convolution kernel respectively; I
i
is the number of input channels, and I

0
 is the number of output 

channels of the upper convolution layer; Represents the number of convolution kernels in this layer; 
Adding 1 in parentheses means adding an offset to each convolution kernel.

For the judgment of dangerous operation behavior, it is necessary to process continuous video 
frames, and store an image and its detection results in the buffer area at certain intervals (Al-Antari 
et al., 2018; Yy, et al., 2020). When the buffer area is full, the occupied frame Count

y
 and the 

unoccupied frame Count
n

 in the buffer area are accumulated and counted respectively, and then the 
ratio is calculated. If it is greater than the departure judgment threshold T B

leave
∈ ( )1, , it is output 

that there is someone, otherwise there is no one. As shown in formula (2), true stands for someone 
(Challita et al., 2018).
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The C3 structure of the original YOLOv5 network first maps the basic layer feature map into 
two parts in the channel dimension, and then maximizes the difference of the gradient information 
combination through the BottleNeck structure (Shin et al., 2022). Res2Block realizes fine particle 
feature fusion through a series of operations such as channel division, grouping convolution, inter-
block fusion and channel splicing, and the specific process is shown in Formula (3).
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Among them, the input feature x  is divided into s -block feature maps through channel division, 
x
i
 represents the i -block feature map, K

i
 represents the convolution layer fused with the i -block 

feature map, and y
i
 represents the feature map obtained after fusing x

i
.

The same object may be displayed differently on the feature map due to different scales. This 
huge intra-class difference caused by different scales will reduce the detection performance of the 
model. This paper will explain this problem from the receptive field level of convolutional neural 
network. In this paper, a picture is randomly selected from the self-made data set, and the position 
and size of the laboratory students are marked. As shown in figure 2.

For the feature graph output by the middle layer of convolutional neural network, each point on 
the graph corresponds to the receptive field with a fixed size on the original graph, and conversely, 
the target on the original graph will be mapped to a fixed area on the feature graph of the middle layer. 
Different from the traditional fully connected network, each point of the fully connected network is 
related to the whole input. In order to cover pedestrians of different scales, one solution is to scale 
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the image into several different scales, and then get the candidate frames of targets of different sizes, 
and then merge them for network training. Considering the above problems, this paper adopts the 
method of multi-layer candidate regions. As shown in Figure 3.

In this model, the strategy of generating candidate frames from multi-layer feature maps is adopted, 
and the candidate frames are trained by using anchor mechanism on feature maps of different network 
layers, so that the coverage of targets with different sizes can be completed without increasing the 
calculation amount.

Conv module of original YOLOv5 backbone network 3×3 adopts the design of direct connection 
of convolution kernel and activation function, which is often effective for feature extraction of 
pedestrian detection in non-dense scenes, but it is often difficult to extract features effectively for dense 
occlusion phenomenon. Therefore, RepVGG module is introduced and modified, and the original 
activation function ReLU is replaced by SiLU activation function (Smit et al., 2022; Hilloulin et al., 
2022). RepVGG modules all adopt a four-layer multi-branch structure, which is composed of 3×3 
convolution, 1×1 volume integral branch and residual difference branch of identity, in which the 

Figure 2. Different scales of laboratory students’ behavior
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first layer is a down-sampling layer with a step size of 2. Wherein that improve backbone network 
structure is shown in Figure 4.

In this paper, Mosaic-9, an enhanced version of mosaic method, is adopted, that is, nine pictures 
are randomly cut, scaled and arranged to form a picture. Human attention is a unique brain signal 

Figure 3. Schematic diagram of multi-layer candidate area acquisition

Figure 4. Improve the backbone network structure
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processing mechanism of human vision (Healy et al., 2021). Attention mechanism is very similar 
to human visual attention. This paper introduces SENet module. The aggregation is followed by the 
excitation operation, which adopts a simple self-gating mechanism, which takes embedding as input 
and generates a set of corresponding weights for each channel. These weights are applied to u to 
generate the output of SE Block, which is then sent to the subsequent network.

The SENet attention mechanism is introduced into the bankbone of YOLOv5, and the Backbone 
module before and after introducing the SENet attention module can be represented as shown in 
Figure 5.

Then, YOLOv5 algorithm is used to obtain pedestrian area frame and Alphapose to estimate 
human posture. In this paper, regularization layer is added to standardize the obtained coordinate 
values, and the values in different ranges are mapped to specific intervals to make them evenly 
distributed, so that the network can learn and extract key information from the data more effectively 
(Wang et al., 2015 ; Nashat et al., 2010).

In this paper, the wrist is artificially raised to the middle of the shoulder and elbow, so as to 
simulate the posture of abnormal pedestrians using mobile phones. Take the lifting process of the 
left arm as an example, in which P x y P x y P x y

1 1 1 2 2 2 1 3 3
, , , , ,( ) ( ) ( )  represents the coordinate positions 

of shoulder, elbow and wrist respectively.
Write the length of P P

1
,  as l

12
:

l x x y y
12 1 2

2

1 2

2
= −( ) + −( )  (4)

Similarly, the length of P P
2 3
,  is recorded as l

23
:

Figure 5. SE‐backbone module
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The vertical distance fromP
2
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3 3 3
' ' ',( )  is 

calculated in the fitting process, where the definition of ordinate is shown in Formula (6):
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In the training process of DL, the loss value of the current model is obtained by calculating the 
difference between the real label in the image and the output result of the neural network, and the loss 
value reflects the difference between the output result and the real label. Usually, the loss of target 
detection network consists of three parts, namely, category loss, detection frame loss and confidence 
loss (Nguyen & Kim, 2013). This target detection task is single target detection without category loss, 
so the loss of this detection task is composed of head frame and confidence loss.

The loss of the accuracy of the reaction bounding box is marked as  loss  
box

. The loss 
function of bounding box used in this paper is GIoU (Sha et al., 2021), and the calculation 
formula is as follows:
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Among them, A  is the target frame of the real image, B is the object frame predicted by the 
network, and C  is the smallest bounding box of the A  and B  frames.

YOLOv5 uses GIoU_Loss as the loss function of Bounding box (Mira et al., 2012), as shown in 
Formula (5). An influence factor v  is added to the formula, and the ratio of the size coefficient of 
the prediction frame and the target frame is taken into account.
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This GIoU_Loss, which increases the influencing factors, solves the problem of non-overlapping 
borders on the basis of IoU. Then YOLOv5 uses non-maximum suppression to filter many target 
frames.

In a given picture, firstly, we choose YOLOv5 algorithm to detect and obtain the area frame 
where pedestrians are in the picture, and then we independently estimate the coordinates of 17 joint 
points of each pedestrian by using Alphapose (Modenini et al., 2013). When the parameters of the 
four fully connected layers are set to (34, 256), (256, 512), (512, 128) and (128, 2) respectively, the 
detection accuracy reaches the highest.

System Implementation
Because there are many laboratories in the school, and the environment and parameters required to be 
monitored in each laboratory are different, the developed system is required to have strong adaptability 
and expansibility. Therefore, we adopted the component-based software development technology in 
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the development. The remote data acquisition and transmission based on Agent not only avoids the 
problem of heavy load of the remote monitoring host when the data flow of the monitoring system is 
large, but also improves the real-time and reliability of the system. More importantly, it reduces the 
frequent data exchange between the remote monitoring host and each monitoring point. To receive an 
IP packet, the router or host handles it as follows: first, search and match the routing table, preferably 
search the matching host first, and if a destination host with the same IP packet address is found, send 
the IP packet to the destination host.

The positioning of this system is to establish a laboratory intelligent monitoring system which 
is oriented to the public, can provide services for general laboratories and small and medium-sized 
enterprises’ laboratories, and can meet the environmental information monitoring of basic laboratories. 
Functionally, it not only ensures the convenience of management based on the Web client, but also 
realizes the real-time data of the intelligent monitoring system in the laboratory, providing users 
with personalized and specific services. In order to inform the administrator of the danger in time, 
the embedded front-end machine should also have the ability to analyze the collected sensor data, 
give an alarm when it exceeds the threshold, and automatically cancel the alarm when it returns to 
the normal range. When the danger is found, the embedded front-end machine should also be able to 
automatically deal with the emergency to minimize the loss. At the same time, in order to deal with 
the danger better, the embedded front-end machine should also be able to accept the commands sent 
by the server and analyze and execute them.

In this paper, the DL-based laboratory dangerous operation behavior detection system uses 
the open source Darknet DL framework in the PC-side software development environment. After 
building the DL framework, it is necessary to install some acceleration libraries for DL, so that the 
model can be accelerated by GPU in training and testing, so as to improve the real-time performance 
of the whole system. YOLO’s pre-training network is trained on ImageNet 1000-class data set. The 
pre-training network uses the first 20 convolution layers plus an average pooling layer as shown in 
the above figure, and finally adds a fully connected layer. Then the pre-trained weights of the first 20 
convolution layers are applied to the detection as initialization weights, and the remaining 4 convolution 
layers and 2 fully connected layers are added at the same time. Only the last fully connected layer in 
the network uses the linear activation function.

The hardware part of the environmental multi-parameter wireless monitoring system in the 
laboratory is mainly the data acquisition terminal, and the whole terminal mainly includes four parts: 
sensor detection part, microcontroller control processing part, GPRS wireless module transmission part 
and system power module part. Sensors are widely used in the monitoring system to collect signals, 
so that people can get the current situation in real time. Sensor information acquisition module is the 
source part of wireless security system, which mainly includes three aspects of signal acquisition. 
As shown in Figure 6, it is a system block diagram:

The collected data are input to neural network for training after wavelet denoising and dimensionality 
reduction. Then identify the detected data, give an alarm if there is a fall, and synchronize the information 
to the cloud server, and the user will be notified by the Web application SMS.

The embedded front-end machine is mainly responsible for collecting real-time data from the 
laboratory, processing it and uploading it to the monitoring center. Monitoring center. The monitoring 
center grasps the situation of each monitored point in real time. The administrator can check the 
environmental conditions of the laboratory through the remote monitoring terminal. The monitoring 
center is a computer with a fixed IP and connected to the Internet through an Ethernet card. Through 
the monitoring software, the monitoring center can grasp the situation of each monitored point in 
real time, so as to make data statistics and analysis and respond and deal with the situation. It can 
monitor the environmental conditions of each laboratory very intuitively.

In the actual use process, university experimenters are often tired of recording the use information 
of dangerous chemicals, and some experimenters don’t even have the habit of recording the use 
information, which leads to blank data and difficult traceability. Therefore, the voice function 
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should be added to the usage module. As long as the experimenter uses voice, he can transmit the 
usage information to the mobile phone, and then connect it with the information intelligent system 
through the mobile phone, and then import the information into the system. When there is a fire in 
the laboratory, the module detects the flame, and combined with the output signals of the temperature 
sensing and smoke sensing module, the main control chip judges whether there is a fire. If there is a 
fire, the buzzer will be started in time and early warning information will be sent to the designated 
mobile phone number to realize the remote early warning function, so that the laboratory administrator 
can take further measures.

eXPeRIMeNTAL ANALySIS

In this paper, the algorithm is tested based on the constructed behavior recognition data set. Ten videos 
of different scenes are used in the experiment, all of which are recorded by TP-LINK webcam. These 
shooting angles clearly capture people in the laboratory from different directions, and have different 
laboratory environments and lighting conditions. The data set is divided into 80% training set and 
20% test set. The training samples of the data set are rich and diverse, and the scale is large enough 
to train a model with good effect.

The improved YOLOv5 target detection model is implemented based on the PyTorch framework 
(Hu et al., 2022). The experimental hardware environment is: Intel(R) Core (TM) i7 processor, 16G 
DDRL memory, NVIDIA GTX 2080Ti GPU; The software environment of the experiment includes 
Ubuntu 64-bit operating system environment, Python3.6 and PyTorch1.0DL framework.

Improved YOLOv5 network model adopts the method of obtaining candidate regions from 
multi-layer feature layers. In the experiment, this paper combines the candidate regions obtained 
from different feature layers, then trains them separately, and finally compares the performance of 
the model. As shown in Table 1.

In this paper, the candidate regions obtained from different feature layers are combined in a 
progressive way, in which “fusion” means that the feature layer with this magnification combines the 
features of high-level and middle-level. The acquisition of multi-level candidate regions and the fusion 
of features have a great influence on the performance of the model, especially in terms of accuracy, 
which shows that target detection from feature maps with different magnification can improve the 
accuracy of detection. In the task of dangerous operation behavior detection, due to the different scale 

Figure 6. System chart
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distribution of human body, obtaining candidate regions on feature maps with different magnification 
can better cover human bodies with different scales, thus improving the detection accuracy.

In real life, most of the videos taken by surveillance videos are normal, and a robust abnormal 
behavior detection method should have a low false alarm rate for normal behaviors. Deep network 
can automatically learn and predict the location of abnormal behavior in video. In order to achieve 
this goal, the network should score high abnormal scores for abnormal video clips during the training 
iteration. This means that this section with high abnormal score is the time axis position where 
abnormal behavior occurs. Because of the complexity of these real anomalies, it is impossible to 
complete the anomaly detection task well only by using normal behavior data.

As shown in Table 2, the influence of adding header information on the experimental results 
of detecting abnormal behavior is demonstrated. Among them, after adding head information on 
the basis of using arm information, the accuracy is improved in both fitting data sets and real data 
sets, and the accuracy in fitting data sets is always higher than that in real data sets. Compared with 
14.923% when only hand information is used, the probability of missing alarm is reduced to 7.155% 
after adding head information, which also proves the effectiveness of adding head information.

In order to verify the effect and performance of YOLOv5-MPL proposed in this paper, the 
algorithm is compared with other mainstream target detection algorithms, and the results are shown 
in Figure 7.

The experimental results show that the proposed method is the best algorithm among the above 
algorithms, and it does have good performance. In order to solve the overlapping problem caused 
by the original data set in the laboratory scene, the positioning information of the receptive field is 
strengthened without increasing the network parameters basically, and the detection ability of the 
model for the human body in the laboratory scene is enhanced.

The last stage of human behavior recognition is classification, and different classification 
algorithms have different effects on human behavior classification. In order to improve the accuracy of 
human behavior classification, it is very important to select the appropriate classification algorithm. If 
the training data is approximately separable, a classifier can be learned to maximize the soft interval, 
which is also called soft interval support vector machine. If the training data is inseparable, kernel 
function can be introduced on the basis of learning a classifier to maximize the soft interval to solve 

Table 1. Feature fusion comparison

Magnifying Power Recall (%) Accuracy (%) Time (ms)

32 65.871 56.742 43.366

32+16 66.871 56.742 45.286

32+16 (Fusion) 67.063 59.368 46.561

32+16 (Fusion) +8 75.798 69.201 47.181

32+16 (Fusion) +8 
(Fusion) 79.798 82.458 48.226

Table 2. Influence of arm and head information on experimental results

Structure Accuracy 
(Fitting)/%

Accuracy 
(True)/%

Missed Alarm 
Probability 

(True)/%

False alarm 
Probability 

(True)/%

Recall Rate 
(True)/%

arm 94.181 94.984 14.923 15.547 88.436

Arm+head 96.308 97.765 7.155 6.201 97.313
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the problem of data inseparability. In this paper, only six-axis data are extracted, that is, three-axis 
acceleration data and three-axis gyroscope data. Because CNN is used to train the data obtained by 
the sensor, the input data of CNN is based on images, so it is necessary to convert the data obtained 
by the sensor into images.

The effects of different loss functions on network performance are analyzed experimentally, and 
the experimental results are shown in Figure 8:

Figure 7. Contrast experimental results

Figure 8. Error curve of different loss function training
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From the objective of minimizing the loss function, the MSE loss function is the sum of Euclidean 
distances that minimize the four coordinates of x y w h, , ,( ) , and has no obvious directionality. 
Compared with MSE loss function, IoU and GIoU loss functions are more in line with the performance 
evaluation index of target detection, so their final effect is better than MSE loss function.

Because CIoU loss can directly optimize the distance between the center point of the predicted 
bounding box and the center point of the real bounding box, the convergence speed is much faster 
than that of MSE, IoU and GIoU loss functions, and the final error has reached a lower level.

Fig. 9 is an image captured in the simulation experiment. The red unlabeled box is the behavior 
of missing laboratory students manually marked after the screenshot, and the blue box is the false 
detection. In the experiment, the model runs stably, although the processing speed does not reach the 
rate of 30 frames per second, it can basically meet the real-time effect through some other methods, 
such as frame extraction processing or the assistance of other sensors.

The methods based on deep learning are significantly better than traditional methods in terms 
of accuracy and real-time performance. Specifically, for different types of hazardous homework 
behaviors, deep learning methods have achieved better accuracy than traditional methods. In addition, 
deep learning methods also demonstrate excellent real-time performance. To test the robustness of the 
system, we conducted tests in different laboratories. The number of personnel, lighting conditions, 
background, etc. in these laboratories vary. The experimental results show that regardless of the 
environment, the behavior detection system based on deep learning can maintain high accuracy and 
real-time performance. This proves that the system has strong robustness and adaptability.

We also conducted adaptive learning experiments to test the system’s ability to recognize new 
dangerous behaviors. In the experiment, we simulated new hazardous work behaviors and observed 
the system’s response. The experimental results show that the system can quickly adapt to new 
situations and accurately identify new dangerous behaviors. This is due to the strong adaptive ability 
of deep learning algorithms.

In summary, through comparative experiments, robustness experiments, and adaptive learning 
experiments, we have fully verified the superiority and effectiveness of the laboratory hazardous work 
behavior detection system based on deep learning algorithms. This system not only has high accuracy 

Figure 9. Example of simulation experiment results
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and real-time performance, but also strong robustness and adaptability. This provides strong technical 
support for laboratory safety management and helps to reduce the incidence of safety accidents.

CONCLUSION

There are many kinds of hazardous chemicals in university laboratories, with scattered storage 
locations and dense users, and they are flammable, explosive, toxic, infectious and corrosive, and 
some highly hazardous chemicals even have highly toxic characteristics. Over the years, China has 
carried out a lot of research work in sensor network and monitoring, but the research combined with 
laboratory site safety monitoring is still in its infancy and exploration stage. In this paper, a multi-
sensor integrated, flexible combination of functions, compact appearance, high precision and low 
cost laboratory dangerous operation behavior detection system is designed to improve the efficiency 
of laboratory safety management. In this paper, an algorithm framework of dangerous operation 
behavior detection in multi-task laboratory based on improved YOLOv5 structure is proposed, which 
uses end-to-end network to realize real-time head positioning, head segmentation and population 
regression. The research results show that this method is the best among the comparison algorithms, 
and it does have good performance. In order to solve the overlapping problem caused by the original 
data set in the laboratory scene, the positioning information of the receptive field is strengthened 
without increasing the network parameters basically, and the detection ability of the model for the 
human body in the laboratory scene is enhanced.
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