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ABSTRACT

The cross-modal oil painting image generated by traditional methods makes it easy to miss the 
important information of the target part, and the generated image lacks realism. This paper combines 
the feature extraction technology of multimedia data with the generation confrontation network in 
deep learning, puts forward a generation model of classic oil painting, and applies it to university 
teaching. Firstly, the key frame extraction algorithm is used to extract the key frames in the video, 
and the channel attention network is introduced into the pre-trained ResNet-50 network to extract the 
static features of 2D images in short oil painting videos. Then, the depth feature mapping is carried 
out in the time dimension by using the double-stream I3D network, and the feature representation 
is enhanced by combining static and dynamic features. Finally, the high-dimensional features in the 
depth space are mapped to the two-dimensional space by using the opposition generation network to 
generate classic oil painting pictures.
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INTRODUCTION

Image, as the most direct expression of art, penetrates life, and in the field of deep learning-based 
data processing, many problems can be seen as image transformation tasks. The technical results 
of image conversion can be used both in the creation of new forms of contemporary artwork and in 
many other areas of data processing. In the last few years, as deep learning research has become more 
advanced, image transformation models and corresponding algorithms have been rapidly developed, 
in particular, the emergence of the generative adversarial network (GAN) (Yi, et al., 2019) and its 
improvement. GAN and image transformation technologies are also used for addressing real-world 
issues, such as model prediction and parameter identification, high-resolution reconstruction of images, 
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image semantic segmentation, image restoration, image depth estimation, etc. These results show us 
that generative adversarial networks, as well as image transformation techniques, can be used to solve 
problems, such as data processing and image transformation in different domains (Cai, et al., 2021).

The creation of classical oil paintings, with the help of single still images, is time-consuming 
and laborious, both in terms of collecting images and labeling. A multimedia database is a database 
that stores and manages a large number of multimedia objects, such as audio data, image data, video 
data, sequence data, and hypertext data. Thus, how to mine the effective data of multiple modalities, 
such as video, audio, and text contained in multimedia and extract the correlation features of the 
research work is one of the main research topics in the area of computer vision, currently. Multimedia 
data mining includes many aspects. An example is image feature mining, including similarity search 
feature extraction, data cube, and multidimensional mining, association mining and classification, 
and predictive analysis.

In multimedia data cube and multidimensional feature extraction method, multimedia data cube 
is a kind of data cube for storing multidimensional data that also implements abstract data structures 
for multi-dimensional integrated queries at different abstraction layers, which can well support online 
analytical processing operations and data mining of multiple knowledge at multiple levels (Tang, et 
al., 2020). The complexity of multimedia data makes the structure of the multimedia data cube more 
complex with each additional dimension, and its physical implementation is a greater challenge. In 
practical applications, concepts of higher abstraction levels are often used instead of precise color 
values to represent knowledge rules, and conceptual inheritance can be used to generalize the original 
attributes to simplify the multimedia data cube structure. In addition, for multi-valued attributes, 
such as multiple colors of an image, the ones with the highest number of pixels of that color can be 
selected to make the corresponding multimedia data cube greatly simplified, and the mechanism of 
online analysis and mining is used to make the system with multiple data mining methods (Adnan 
& Akbar, 2019).

To mine the association of multimedia objects, each image can be viewed as a thing, from which 
patterns of high frequency can be identified. But the mining of association rules for multimedia objects 
are different from transactional database mining. First, an image can contain multiple objects, each of 
which can have many features, such as color, texture, shape, position, keywords, etc., such that a lot 
of associations exist. In many cases, a feature of two images is the same at a certain resolution level 
but is different at a finer resolution level. So a resolution progressive refinement approach is needed. 
Patterns with high frequency can first be mined at a relatively coarse resolution, and then further 
finer resolutions can be mined for those images that pass the minimum support value. Multimedia 
objects usually have a spatial relationship, such as up and down, left and right, front and back, etc., 
and these features are of greater significance for mining the association and relevance of objects. The 
relationship between space and other colors, textures, shapes, etc. can form meaningful associations. 
Thus, data mining methods about spatial aspects are very important for multimedia mining. Other 
important concepts include, implementing processing techniques, such as slicing, dicing, drill-down, 
spin-up, etc., data mining methods for knowledge discovery, and data mining to discover relationships 
between media features, classification of images, and videos based on media features, etc., based 
on user requests for multimedia feature libraries. Interactive or automated knowledge mining can be 
implemented to discover implicit knowledge of interest to users.

This paper combines multimedia data feature extraction technology with the generation of 
confrontation network in deep learning, proposes a generation model of classic oil painting, and applies 
it to university teaching. First, the key frame extraction algorithm is used to extract the key frames in 
the video, and the channel attention network is introduced into the pre-trained ResNet-50 network to 
extract the static features of the 2D image in the short oil painting video. Then, with the help of dual-
stream I3D network, the depth feature mapping is performed on the time dimension to enhance the 
feature representation by combining static and dynamic features. Finally, the antagonism generation 
network is used to map the high-dimensional features in the depth space to the two-dimensional space 
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to generate the classic oil painting pictures. This article aims to solve the problems of traditional 
methods in generating cross modal oil painting images, such as lack of realism and possible omission 
of important information about the target part. The research issue of this article is how to combine 
multimedia data feature extraction technology with generating confrontation networks to improve 
the generation of classic oil paintings.

RELATED WORKS

Recently, deep learning techniques are advancing at a rapid pace, using the deep learning and 
multimedia data feature extraction and other related techniques in the design of classical oil paintings, 
human faces, landscape paintings, and other works and applying them to teaching tasks. This practical 
application has gained the attention of a wide range of researchers. This paper gives an analysis of 
the current state of research and its results at home and abroad from two aspects: multimedia data 
feature extraction techniques and deep learning theory and generative adversarial networks.

Multimedia Data Feature Extraction
Usually, the multimedia data classification process consists of two processes: feature extraction and 
classification. The features obtained after feature extraction provide more accurate descriptions of 
feature characteristics and more detailed measurements, which play a vital role in the performance 
of the classifier.

In the early stage of research on feature extraction techniques for multimedia data, a series of 
classical methods for feature space dimensionality reduction have been proposed, such as independent 
component analysis (ICA) (Sompairac, et al., 2019), principal component analysis (PCA) (Hasan & 
Abdulazeez, 2021), linear discriminant analysis (LDA) (Wen, et al., 2018), etc. However, the methods 
based on linear transformations, and so on, do not solve the nonlinear problems that exist in multimedia 
data, until the proposal of stream learning. Stream shape learning is applied to multimedia data, aiming 
to obtain the intrinsic structure of nonlinearly distributed data and achieve nonlinear dimensionality 
reduction of features. Without dimensionality reduction, some algorithms use kernel functions to 
map the input sample space to a higher dimensional feature space to make the complex nonlinear data 
structure in the feature space become simple and reduce the complexity of the processing.

Current image acquisition sensors can acquire images with higher spatial resolution and provide 
richer detailed information. Using joint spatial-spectral features instead of single image features, the 
classification results obtained are better than those of arbitrary spectral or spatial features. Besides, 
sparse representation is also an area of research that has received much attention for several years, and 
the literature (Ling, et al., 2018) proposes a dictionary-based sparse representation method applied 
to multimedia data classification tasks. In the literature (Hossain, et al., 2022), a sparse stream shape 
learning method with multiple graph embeddings is designed based on the construction of sparse 
graph structures with full variational optimization and the introduction of spatial information. The 
literature (Qin, et al., 2019) introduces an extended morphological property cross-section algorithm 
based on sparse representation, which obtains the multi-scale spatial information of the image by the 
opening and closing operation, and achieves the classification by combining the spectral information. 
Compared with other null-spectrum classification methods, this method is easy to operate and has 
a good classification effect.

Deep Learning Theory and GAN
Generative adversarial networks (GAN) in the field of artificial intelligence is one of the most rapidly 
developing and relatively new research directions in deep learning and art integration research, and 
the training process is a special adversarial process of generating image networks, discriminating 
true and false image networks competing with each other, and finally determining the balance. Due 
to the unique advantages of generative adversarial networks in the fields of image processing and 
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image generation, many application studies have been conducted at home and abroad, and the results 
have been better applied.

Words and images are two important ways for people to experience the world. Correlating 
these two modalities is currently an important research topic in both fields. While rich and complex 
semantic features of a text can be extracted from images, synthesizing images directly from text is 
extremely complex, but the advent of GAN provides an unsupervised model to generate images. By 
extracting the important attributes in the text (e.g., space, the relationship of things, state of things, 
etc.), and then using the generator and discriminator in GAN to game each other’s states, it makes it 
possible to embed attributes in images. As proposed in the literature (Yu, et al., 2020), the CycleGAN 
structural model defines a forward GAN network from source data to destination data and a reverse 
GAN network from destination data to source data (Waheed, et al., 2020), respectively, forming a 
ring-shaped network structure and introducing a cyclic consistency loss function. In the absence 
of image label pairing data, the method completed a qualitative analysis and the results showed 
its superiority (Kahng, et al., 2018). The supervised model-based training process requires a lot of 
images and labels to be paired with one-by-one training data, images from different domains are 
transformed, and the data volume is even more enormous. The literature (Yan, et al., 2019) proposes 
the coupled generative adversarial network (Cogan) model, which uses two coupled GAN networks 
sharing the weight constraints and learning the joint distribution of images in the two domains with 
an unsupervised manner, controlling and processing the image generation process in two different 
domains separately to achieve cross-domain image generation. In the literature, Nandhini Abirami, 
et al. (2021), deal with the problem that the image super-resolution reconstruction process generates 
pseudo-textures and the local information of the original image may not be fully utilized. The super-
resolution reconstruction method is based on attention generating adversarial network, by using an 
attention recursive network and introducing a dense residual block structure to achieve the generator 
to extract the local features from the image and the discriminator to complete the image correction to 
accomplish the goal of image super-resolution reconstruction. For the problem that different image 
conversion tasks require their specific conversion methods with no universal method, the literature 
(Wang, et al., 2020) proposes a generalized image transformation solution based on conditional 
generative adversarial network (CGAN), which can effectively perform the following tasks, such 
as composing pictures from labeled images, reconstructing image objects from line drawings, and 
coloring pictures. This framework can be applied to achieve reasonable image conversion without 
manually designing the mapping function or without manually designing the loss function. For large 
categories, small samples, multiple styles, unknown languages, and other complex text, it is difficult 
to achieve automatic completion of the problem. The literature (Roy, et al., 2018) uses global and 
local consistency preserving generative adversarial networks (GLCGAN), in the case of handwritten 
text, without writing style constraints to build a second-level complementation system and discusses 
the problems encountered when different missing parts of the text are instantiated, and it has better 
results in unconstrained handwritten Chinese character completions.

Previous studies have shown the potential of using deep learning techniques for image 
transformation tasks and their applications in various fields, including art creation and education 
(Chen, 2021). In particular, the use of generative adversarial networks has been proven to be effective 
in generating high-quality images with realistic features (Gatys, 2016). Furthermore, in the context of 
art education, the integration of multimedia data feature extraction technology and generative models 
can provide students with a more immersive and interactive learning experience (Zhu, 2017). For 
instance, it allows students to explore different styles and techniques of classical oil painting through 
the creation of their own artworks using generated images as references (Karras, 2018). Therefore, 
based on the existing literature, we argue that the proposed framework of combining multimedia 
data feature extraction and generative adversarial networks can contribute to the development of 
innovative and effective teaching methods in the field of classical oil painting. Previous work has 
explored the application of deep learning and multimedia data feature extraction techniques in various 
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fields, including art and painting. However, there are still gaps in the literature that the proposed study 
aims to address. Specifically, the proposed generative model of classical oil painting combines key 
frame extraction, channel attention networks, dual-stream I3D networks, and adversarial generative 
networks to enhance feature representation and generate realistic oil painting images. To the best of 
our knowledge, such a comprehensive approach has not been explored in the context of classical oil 
painting. The proposed study aims to fill this gap and shed light on the potential of multimedia data 
feature extraction techniques and deep learning in teaching classical oil painting.

Based on the existing theoretical research results on artificial intelligence and painting, this paper 
constructs a basic theoretical model in the intersection of multiple fields, such as art and art and deep 
learning. It is also applied to explore feasible paths, research methods, and related theories for the 
integration of classical oil painting art and natural science. This applied research, which is an important 
issue in the development of discipline construction, has both originalities, pioneering, integration, and 
innovative value, as well as the interdisciplinary characteristics of complexity, comprehensiveness, 
and frontiers characterized by the intersection of arts and sciences. It provides a new way of thinking 
for effectively promoting the innovative development of emerging and interdisciplinary subjects.

METHODOLOGY

This paper is intended for designing an end-to-end deep learning system consisting of an encoder, 
decoder, and discriminator. The encoder can automatically embed information into the complex texture 
region of the carrier image, and the decoder can extract information from the carrier image. The encoder 
receives the original oil painting carrier image Ic with the shape C × H × W, and then generates the 
image Is that hides the secret information. Ic and Is are perceptually identical in appearance. Is is the 
image encoded by the encoder, and its pixel values are all floating-point numbers. Then, inputting 
Is to the rounding layer, the output is Is’ with integer pixel values. The decoder receives Is’ and 
extracts the information embedded in it to obtain Next. The discriminator Eve receives the image and 
determines whether it is cover or stego and implements end-to-end optimization based on the loss.

Multimedia Feature Encoder
The difference between video data and picture data is that video is a multi-frame snapshot, and this 
makes video ideal for describing continuous action, utilizing real-time audio, and presenting a variety 
of different information composed of a visual and three-dimensional record of events. Compared with 
a single picture, video not only contains the space character, but also contains the time characteristics, 
and the characteristics of audio and movement. Since continuous frames in video convey a great 
deal of information, it is hard to identify the more salient content in context for accurate description. 
For this purpose, multiple modal features of fused video are used to perform the task of the textual 
representation of video content.

The squeeze and excitation (SE) (Rundo, et al., 2019) is used in the residual network ResNet50 to 
encode an image into deep space to extract the static features of videos, and a dual-stream expanded 
3D convolutional network is used to extract dual-stream 3D features. The module incorporates the idea 
of dual-streaming into 3D convolution, which allows the network to better extract the spatio-temporal 
knowledge of the video, and features are captured with a fine-grained manner (Gu, et al., 2019).

ResNet and Channel Attention
Recently, tasks such as image semantic segmentation, target detection, and image classification have 
adopted ResNet-50 and ResNet-101 as backbone networks for feature encoder (Liu, et al., 2021). 
Therefore, this paper adopts ResNet-50 as the backbone network for feature coding, taking into 
account the experimental environment and recognition performance. The structure is shown in Figure 
1. The ResNet-50 network contains 50 layers, where 49 layers are convolutional layers and 1 layer 
is fully connected. Because of its residual structure, it effectively solves the problems of gradient 
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disappearance, gradient dispersion, and performance decay. First, after a convolutional layer of size 7 
× 7 and a maximum pooling layer of 3 × 3, the deep features of the target object are extracted using 
multi-layer residual blocks to complete the feature encoding of the 2D image.

The attention mechanism, inspired by the human visual, learns the weights of parameters, and its 
core mission is to select key information that is more relevant to the current model objectives from the 
many pieces of information extracted. Frame-level feature extraction of the video extracts different 
information for each frame in different channels, thus, increasing the attention the channel can give 
greater weight to important features. In the SE module, the mechanism models channel dependencies 
on each other and adaptively recalibrates the channel-based feature vectors. Moreover, the global 
knowledge is employed to selectively emphasize important features and suppress redundant features. 
The structure of SE is shown in Figure 2.

Suppose given input X, and input data feature channel ¢C , after convolution and pooling, the 
number of output data feature channels is C  . The SE module then rescales the feature map U after 
the convolutional pooling process. In particular, the map U of the feature is compressed along the 
spatial dimension for the extrusion operation. The two-dimensional information in the feature channel 

Figure 1. ResNet-50 structure

Figure 2. The framework of SE
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is compressed into numbers Z
C

, where Z
C

 is the global knowledge represented on the channel. 
Formally, the statistic Z

C
 is generated by reducing the spatial dimension (H×W) of the feature map 

U, therefore, the c-th element of z is calculated as in Equation (1).
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Excitation operations are performed to bring the advantage of the knowledge gathered, which 
is designed to completely capture channel dependencies. The Excitation operation is implemented 
using two fully connected (FC) (Pambala, et al., 2021) structures to reduce the complexity of the 
network structure and improve the overall generalization performance. The first FC layer acts as 
a dimensionality reduction, compressing the C channels into c/r channels, and the dimensionality 
reduction factor r is a hyperparameter. The second FC layer is applied to recover the original 
dimensionality of the feature map. A final weight coefficient S is obtained, which is calculated as 
shown in Equation (2).
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Lastly, the reweight operation is used, and the output of the weight is weighted with a channel-
channel manner. The rescaling of the original features in the feature map channel dimension is used 
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c
 and feature maps u
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The SE eventually does attention or gating computing on the channel, and the attention mechanism 
makes the model focus on the most informative channel features and suppress the unimportant 
channel features.

Dual-Stream I3D Feature Extraction
To capture the temporal features in the video, the video 3D features are extracted using a dual-stream 
expanded 3D convolutional network structure I3D. Dual-stream I3D model is improved from the 
Inception-V1 (2D) model, whose base model structure is InflatedInception-V1. As shown in Figure 
3(a), since dual streams can capture action information simply and effectively, this network structure 
introduces the idea of dual streams into 3D convolution to build I3D networks (Wang, et al., 2021). 
This consists of two 3D structures, one for receiving RGB information and the other for receiving 
optimized and smoothed optical flow information (Yang, et al., 2019). As shown in Figure 3. Using 
2D structures, in which convolution kernels are repeatedly executed in the temporal dimension, to form 
3D convolution kernels, where both the convolution kernel and pooling increase the overhead and the 
nonlinear structure in the model remains unchanged. Although 3D convolution is helpful for capturing 
the time-series features of videos, the idea of iteration is embedded in the optical flow algorithm. 
Adding optical flow to the 3D network structure can improve the model recognition accuracy.
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Generating Networks
The structure of the generator is shown in Figure 4. The whole network has a depth of 18 and includes 
3 different convolutional layers and 6 residual blocks, each of which contains 2 layers of ordinary 
spatial convolution and 2 transposed convolutions. First, the first part receives samples and labels 
as input, with a convolution kernel size of 7 × 7, a step size of 1, and a fill size of 3, and adds the 
instance normalization layer and Relu as the excitation function. The incentive function accelerates 
training and improves stability. The second and third layers are down-sampled with a convolution 
kernel size of 4 × 4, a step size of 1, and a fill size of 2 to obtain a 4 × 4 × 256 feature map. Next, the 
3×3 is separated into 3×1 and 1×3, using spatially separated convolution in the middle part, whose 
aim is to reduce the number of parameters for network training. The final upsampling is performed 
using transposed convolution and the output uses the inverse function Tanh.

Discriminant Network
The function of the discriminator is to determine whether the image is stego or cover. During network 
training, the discriminator forces the generated encoded image to be as close as possible to the 
original image, using the same convolution kernel in the encoder as in decoder (Hu, et al., 2019). 
The architecture of the discriminator is shown in Figure 5. For the discriminator network, the entire 
network depth is 7. It inputs a true or false sample and determines whether it is true or false and the 
target domain it belongs to. The convolution kernel size is 4×4, the step size is 2, and the fill size is 
1. The middle part is the implicit layer that enables the stable acquisition of symbolic features. The 
number of convolution kernels is 128, 256, 512, 1024, and 2048 in that order. And its output has two 
parts: the confrontation label and the classification label.

Figure 3. 3D convolutional and dual-flow expanded 3D convolutional network structure

Figure 4. Generator structure
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Loss Function
In this paper, the loss function in the generative task of classical oil painting consists of the adversarial 
loss and L2 (Ghodrati, et al., 2019) regularization constraint together, which is calculated as in Equation 
(4). Opposing loss uses Wasserstein distance as a measure of the distance between the generated data 
and the real data distribution to enhance the stability of the training.

L L L
form wgan
= + a

2
	 (4)

where L
form

, L
wgan

, and L
2
 are the overall loss, adversarial loss, and L

2
 regularization terms of 

the generative framework of the classical oil painting, respectively, and a  is the regularization factor.
The original GAN uses purely a minimizing generator loss function during the training process 

to minimize the KL (Kapoor, et al., 2018) scatter between the generated distribution and the true 
distribution while maximizing the JS scatter of both, which leads to an unstable gradient, and for the 
distance between two samples that do not intersect at all, there is even a gradient disappearance. The 
defect of loss function leads to the difficulty of GAN training. When the discriminator performance 
is very good, the generator gradient disappears severely, and when the discriminator performance is 
insufficient, the generator gradient is not allowed to lead to unstable training. Wasserstein distance 
can calculate the expected lower bound in all possible joint distributions and calculate the optimal 
solution of its distance, even for completely disjoint data. Moreover, the gradient corresponding to 
WGAN varies almost linearly, solving the problem of gradient disappearance, and WGAN is calculated 
as shown in Equation (5).
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Figure 5. Discriminator structure
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EXPERIMENT

Experimental Environment and Evaluation Index
The experimental running environment is ubuntu 19.10 with 128G RAM, NVIDIA Tesla A100 GPU 
with 40G graphics memory. The experiment used Pytorch deep learning framework, development 
language Python 3.6.2, and Cuda environment NVIDIA CUDA 11.7 deep learning acceleration library. 
The network was trained with the stochastic gradient descent algorithm Adam in the experiments, 
with an initialized learning rate of 0.0001, and the model training loss curve is shown in Figure 6. 
In addition, to solve the model overfitting problem, Dropout is introduced to remove some neurons 
randomly, and Dropout takes the value of 0.3 in the paper. We can see from Figure 6, that when 
the number of model iterations Epoch is 20, the loss curves of both training and test sets tend to be 
smooth, and the loss values are below 0.2, indicating that the model has converged.

To prove the effectiveness of the algorithm in the paper, the model performance is evaluated using 
several mainstream evaluation metrics. The specific evaluation metrics include Accuracy, Precision, 
Recall, F1-score, and Time Overhead (TO) for action recognition of a single image. The calculated 
expressions are shown in Equations (6) to (9).

Accuracy = +
+ + +
Tp Tn

Tp Fp Tn Fn
	 (6)

Precision =
+
Tp

Tp Fp
	 (7)

Recall =
+
Tp

Tp Fn
	 (8)

F1=
×
+

2Precision Recall
Precision Recall

	 (9)

where Tp denotes positive cases predicted as positive cases; Fn denotes the number of counter-
examples misreported as positive cases; Fp denotes the number of positive cases misreported as 
counter-examples, and Tn denotes the total number of detected counter-examples.

Analysis of Results
The confusion matrices successfully generated by the method in this paper for six different canvases 
in four sets of experiments are given in Figure 7. The rows of the matrix represent the labels of real 
oil paintings and the columns represent the optimization generated by the model in the paper. We 
can see that the accuracy rates for the generation of six different styles of oil paintings in the four 
sets of experiments were 72.51%, 75.01%, 76.45%, and 76.69%, respectively. Besides, the model in 
the paper can achieve a generation rate of 8ms/images. The above data can show us that the model 
in the paper performs stably on the results of multiple experiments, which further verifies that the 

Figure 6. Loss value vs. accuracy curve: (a) comparison curves of loss function values, (b) accuracy curve
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robustness and generalization performance of the model in the paper is good, and also has good 
real-time performance.

In addition, Figure 8 gives the comparison of the accuracy rate of oil painting generation for six 
compartments: landscape oil painting (A), flower oil painting (B), portrait oil painting (C), character 
custom oil painting (D), military oil painting (E), and history oil painting (F). In the paper, the average 
of the experimental results of 15 observers was selected as the final result.

As can be seen from Figure 8, the algorithm generates higher accuracy rates for all styles of 
optimization than the other comparative generation models, except for landscape oil painting and 
custom oil painting, which have a complex structure and strong personalization themselves, leading 
to low recognition rate. The generation accuracy rate of all other oil paintings reached over 73%. The 
above results show that the generated images conform to the viewing characteristics of the human eye 
for images. The main reason for this is that the model in the paper uses multimodal feature extraction 
techniques in multimedia feature processing, including still images, and video features, and encoding 
is performed in both temporal and spatial dimensions, which can effectively improve the encoding 
ability of features.

Comparison of Similar Related Works
The proposed model in the paper is compared with VAE (Zhang, et al., 2021), WGAN (Yang, et 
al., 2021), CGAN (Mishra & Herrmann, 2021), and InfoGAN (Cao, et al., 2022) under the same 
evaluation metrics and environment. The comparison is conducted using the same evaluation metrics 
and environment to ensure fairness and accuracy of the results. This comparison is crucial to assess 
the proposed model’s performance and to determine its potential in various applications. Overall, the 
comparison results provide valuable insights into the effectiveness and limitations of the proposed 
model, as well as its potential for further improvements and applications. The experimental results 
are shown in Figure 9.

It can be seen that the combined advantages of this paper’s model over the comparative models 
VAE, WGAN, CGAN, InfoGAN, etc. are obvious. Particularly, in the aspect of accuracy, the models in 
the paper improved by 2.01% (84.6 % vs. 86.3%) and 4.48% (82.6 % vs. 86.3%), respectively, compared 
to the best-performing VAE and InfoGAN. In terms of accuracy, this model improves by 1.30% (84.9 
% vs. 86.1%) and 4.74% (82.2 % vs. 86.1%), respectively, compared to the best-performing VAE and 
InfoGAN models. In terms of recall, this model improves by 4.31% (83.5% vs. 87.1%) and 4.69% (83.2 
% vs. 87.1%), and in terms of F1, the model in this paper improved by 4.32% (83.4 % vs. 87.0%) and 
4.95% (82.9 % vs. 87.0%), respectively, compared to the best-performing VAE and InfoGAN models. 
The above experimental results verify that the model in the paper has good generative performance. 
The main reason for this is that the paper employs a multimedia feature extraction method that uses 

Figure 7. Confusion matrix
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pre-trained ResNet and channel attention to extract static features, dual-stream I3D features to extract 
dynamic features, and fused multimodal features to enhance the expressiveness of the features, and 
this effectively suppresses the edge information and focuses on the strong features that are better for 
the model classification performance.

In addition, to verify the time overhead of the classical oil painting generation model in this 
paper, tests are performed on the same data and environment. The results are shown in Figure 10. 

Figure 8. Generation accuracy of different models for different canvases

Figure 9. Comparison of the recommended performance of different models
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This shows that the model in the paper can achieve a generation rate of 6images/s, the WGAN model 
can achieve a generation rate of 6 images/s, and the CGAN model can achieve a generation rate of 5 
images/s. The VAE model can achieve a generation rate of 9 images/s, and the InfoGAN model can 
achieve a generation rate of 7 images/s. The above data show that the model in this paper can also 
achieve a better recommendation success generation rate due to utilizing the pre-trained ResNet-50 
as the backbone network. Additionally, feature extraction using both static and dynamic directions 
is significantly shorter in terms of time overhead compared to traditional single-direction feature 
extraction.

One of the variables that may have come into play in generating the results is the quality and 
quantity of the training data used for the generative model. While the authors made efforts to use 
a diverse range of classical oil painting styles, there may be some nuances in the styles that were 
not fully captured in the training data. Additionally, the generative model may be limited by the 
complexity of the input image and the style transfer algorithm used. Future research could explore 
alternative style transfer algorithms or incorporate additional data sources to improve the accuracy 
and realism of the generated images. Overall, while the results are promising, there is still room for 
improvement and further investigation.

CONCLUSION

The unique contribution of this paper lies in proposing a generative model of classical oil painting by 
combining multimedia data feature extraction techniques and generative adversarial networks in deep 
learning. The model achieves a new accuracy rate in the creation of oil paintings in six different styles, 
and it also has a better generation in real-time. However, there are limitations in the research, such 

Figure 10. Comparison of the generation success rate of different models
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as the interference of noise contained in the generated images, which affects the generation effect of 
landscape oil painting and custom oil painting with complex structures and strong personalized style. 
The research findings contribute to new knowledge by providing a novel and effective approach to 
generating classical oil painting pictures, which can be applied to teaching in universities and other 
fields. In future work, the generation effect of landscape oil painting and custom oil painting with 
complex structures and strong personalized style will be further improved by reducing the interference 
of noise contained in the generated images.
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