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ABSTRACT

In the current world, where diabetes is day by day becoming a very common and fatal disease, it’s important 
that proper measures be taken in order to deal with it. As per the studies, early prediction of diabetes can 
lead to improved treatment to avoid further complications of the disease, and in order to do so efficiently, 
machine learning techniques are a great deal. In this study, various factors are taken into consideration, 
like blood pressure, pregnancy, glucose level, age, insulin, skin thickness, and diabetes pedigree function, 
which together can be useful to predict whether a person has a risk of developing diabetes or not and help 
society with the early diagnosis of diabetes. This model is trained using three main classification algorithms, 
namely support vector, random forest, and decision tree classifiers. The prediction results of each of the 
classifiers are summarized in this study, and the decision tree gives 78.89% accuracy.

KEywoRDS
Decision Tree Classifier, Diabetes Prediction, Disease, Health, Machine Learning, Random Forest Classifier, 
Support Vector Machine

1. INTRoDUCTIoN

In many countries like India Diabetes has become a fatal disease. Millions of people lose their lives 
each year (WHO 2022). According to the stats it is concluded that almost Six hundred and twenty-five 
million people may be affected by the disease by 2045 and this could be concluded by using the large 
amount of existing data present with the Hospitals by making the use of techniques such as different 
Machine Learning Algorithms, Data mining techniques and statistical methods.
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Advanced analysis is an influential technique that utilises machine learning algorithms, and 
statistical methods to analyse already present data with us to predict future happenings. In healthcare, 
advanced analytics can help make critical decisions and forecasts. Machine Learning and Regression 
techniques can be used in predictive analytics. The aim is to diagnose diseases with the highest possible 
accuracy, enhance patient’s care, increase and improve resources, and enhance clinical outcomes. 
Machine learning is a crucial component of advanced analytics, as it enables computer systems to 
learn from old experiences without any need of programming (Baranwal, Bagwe, and M 2020). It can 
also support automation with minimal errors and this paper largely focuses upon building a model 
that is effective in predicting the chances that a person may develop diabetes.

The paper’s sequential arrangement looks like this: Section 2 discusses the summary of the 
scientific literature and prior studies, and Section 3 provides a detailed flow of materials and 
methodology used in this research. Section 4 provides details about the design and implementation 
parts, followed by Section 5, which reports the results obtained after the successful execution of 
the model. Section 6 is dedicated to the discussions and implications of the proposed work. The 
last section presents the conclusions of the proposed research and also sheds some light on future 
enhancements to this work.

2. LITERATURE REVIEw

Diabetes mellitus is a chronic metabolic disorder characterized by elevated blood glucose levels 
resulting from either insufficient insulin production or inadequate utilization of insulin by the body. 
Early detection and prediction of diabetes are crucial for effective management and prevention of 
complications associated with the disease. In recent years, machine learning (ML) has emerged as 
a powerful tool in the field of healthcare, offering the potential to improve the accuracy of early 
diabetes prediction (Ahmed et al. 2021; Birjais et al. 2019; Laila et al. 2022; Malviya, Dave, and 
Kailash Chandra Bandhu 2023; Mustary and Singamsetty 2022; Pandey, Litoriya, and Pandey 2020; 
Parimala, Kayalvizhi, and Nithiya 2023). This literature review aims to provide an overview of the 
current state of research on integrating machine learning techniques for accurate prediction of early 
diabetes, focusing on recent developments and novel approaches in the field.

The motive is to link Machine Learning approaches with medical data to enable the algorithm 
to increase its efficiency of diabetes diagnosis (Dutta and Bandyopadhyay 2021)(Srivastava, Kumar, 
and Singh 2020).

Advanced analytics is gaining a strong reputation in the rapidly developing field of big data. 
There is a huge amount of information available about diseases, their symptoms, and effects on good 
physical condition. However, this collection of information is not always properly inspected to forecast 
or investigate a condition. The main motive is to provide an elaborative explanation of predictive 
approaches, including different types of predictive models, methods for developing them, and their 
applications in diabetes treatment and other areas of healthcare (Jayanthi, Babu, and Rao 2017).

Tests were conducted on 1,580+ aged siblings of newly born babies with increase in risk of Type 
1 diabetes due to genetics. These tests involved analysing 5 HLA DQB1 alleles and 4 autoantibodies 
that are linked with diabetes. The DQB1 genotypes were then categorised into three groups based on 
their risk level: those that increased risk, those that somewhat increased risk, and those that lowered 
risk (Kukko et al. 2003).

Examined the ability of lone and combined diabetes in order to understand which group of 
population is most at risk of acquiring T1DM. Taking advantage of Sardinia’s geographic uniqueness 
and high prevalence of T1DM, serum samples from 8448 healthy Sardinian school children were 
taken upon enrolment, and ICA, IA-2A and GADA were subsequently assessed. All SSC participants 
were tracked for almost 10 years (Velluzzi et al. 2016).

The motive of this research was to look into the consequence of autoantibodies from blood due 
to the danger of developing type 1 diabetes in the younger population. The study tracked 35,800+ 
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children who were born between 2000 and 2004 and enrolled in the Prediction of diabetes in the Skane 
project. At birth the samples of blood were collected and examined for HLA genetic constitution, 
insulinoma associated protein 2, and glutamate decarboxylase 65 (GAD65). Multi component Cox 
proportional hazard systems are used to evaluate the independent associations with diabetes risk after 
controlling the affecting factors (Lundgren et al. 2015).

The reports of the World Health Organization shows that this problem of diabetes disease 
is currently the top global cause of fatality and has a high ranking in Korea. Unhealthy lifestyle 
choices such as inactivity, poor diet, being overweight, and smoking increase the risk of developing 
diabetes. The early stages of diabetes may not have noticeable symptoms, and many people may 
remain undiagnosed for years. However, over time, diabetes can cause complications such as kidney 
failure, cardiovascular disease, blindness, and limb amputation. Machine Learning approaches are 
increasingly used for predicting the disease in healthcare, and in this study, Deep neural network with 
a novel feature dependent on reconstruction error was developed to predict the disease. The RE-based 
feature was calculated using an intense autoencoder model and was then taken into practice by the 
DNN classifier, along with existing risk factors, to learn how to predict diabetes. The working of 
various ML models was evaluated with the help of data from Korea (Amarbayasgalan et al. 2021).

A study evaluated the effectiveness of a risk function in predicting almost the 8 years risk of 
diabetes in more than 3,200 individuals under the age of 20, using data from the SAHS. The accuracy 
of the SAHS function in predicting diabetes risk was compared to that of models made solely from 
the glucose and lipid study of Tehran. The assessment involved calibration, discrimination, and 
efficiency of fit comparisons (Bozorgmanesh et al. 2010).

Techniques of data mining are widely used in bioinformatics to analyse medical information. 
Pima Indians Diabetes has been taken into use to develop decision tree-based algorithms for prediction 
of diabetes disease, using the RapidMiner tool. We performed data pre-processing, which involved 
selecting and identifying attributes, removal of heretic values, normalising data, using discrete 
numerical data, visually analysing the data, identifying hidden relationships, and building a diabetes 
prediction model (Han, Rodriguez, and Beheshti 2009)(Sharma and Litoriya 2012).

In this article, author describe the findings from an examination of the genetic information from 
siblings who are currently healthy and children having (DMT1) Diabetes Mellitus of Type 1. Using 
given data, a decision support system is created to categorise and belatedly forecast this sickness in 
infants who have a genetic predisposition to DMT1. The system may advise adding any person for 
treatment of pre diabetes (Deja 2009).

Demonstrated that the improved model of prediction of diabetes from the Risk of Atherosclerosis 
in Study of communication could be applied for a population in the Middle East. In the Lipid of Tehran 
and Glucose Study, 3,721 participants were C20-year-olds without diabetes at baseline. Testing was 
done on all models for discrimination and calibration (Bozorgmanesh, Hadaegh, and Azizi 2013).

Diabetes and obesity are linked to more than only heart attacks, strokes, kidney failure, reduced 
lifespans, and untimely deaths. The three trillion questions of the twenty-first century are represented 
by them. Furthermore, the overall economic costs of diabetes and obesity in the world surpass USD 3 
trillion, and they may increase by 50% or more by 2030. Other disease categories are incomparable. 
Budgets for healthcare, which are already constrained, may become overburdened globally. This 
introduction’s and the book’s goals are not to give harsh advice or make ominous threats. Instead, 
the objectives are to present and discuss workable, rational, and modern methods for preventing, 
diagnosing, and managing diabetes and obesity (Faintuch and Faintuch 2020).

Early research discovered a bidirectional relationship between diabetes and covid 19 illness. 
Here, we will analyse how COVID-19 will affect the prevalence and treatment of diabetes in the 
future. There is convincing proof that COVID-19 may contribute to newly established hyperglycemia. 
Hence, it appears that COVID-19 will alter current estimates of the prevalence of diabetes. The clinical 
management of diabetes is also faced with a host of difficulties. New-onset hyperglycemia is linked 
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to a worse prognosis in COVID-19 patients. The management of comorbid conditions like diabetes 
mellitus must be very stringent (Hasanzad, Larijani, and Aghaei Meybodi 2022).

When diabetes is present for a long time, microvascular problems increase the risk of falling 
and are linked to diabetic individuals with greater rates of fracture. Diabetes impairs bone formation 
in a variety of ways, including insulin insufficiency, hyperglycemia, disruption of the Age axis, loss 
of factors influencing growth of insulin, and changes to the osteocalcin and Wnt signalling routes. 
As a result, maintaining bone health while managing diabetes requires sufficient glycemic control 
(Conti, Wolosinska, and Pugliese 2013).

Obesity and diabetes are pandemic levels over the world and contribute to early mortality. Body 
mass index of less than 30 kg per meter square indicates obesity, which is defined as an abnormal or 
excessive buildup of fat. Obesity raises the risk of musculoskeletal illnesses, some types of cancer, 
respiratory, psychiatric, and metabolic disorders. Obesity has increased significantly throughout the 
course of the 1980s. This increase in energy dense food consumption may be attributed to changing 
transportation patterns, rising urbanisation, and an overall decline in daily physical activity (Blüher 
and Stumvoll 2018).

This study’s objective is to evaluate how type 1 diabetes patients respond to the u blood glucose 
monitoring and treatment system based on the internet. Diabetic patients who had been receiving 
pump infusion therapy for less than three months were eventually randomised for either use of the 
Care Link with or without contact initiated by the diabetes team for four months (intervention group; 
n = 36). The same staff made monthly adjustments to both groups’ treatments during the first four 
months. HbA1c levels and results on the questionnaires measuring diabetes treatment satisfaction 
and quality of life were the primary end measures. Patients who provided information less than three 
times per four months were considered noncompliant (Shalitin et al. 2014).

Authors developed and analysed 5 alternative predictive models to categorise the patients into 
groups with or without diabetes using the R programme. And for this, supervised type of machine 
learning techniques was used, including the multifactor dimensionality reduction, k-nearest neighbour 
and others (Kaur and Kumari 2022).

According to a 2018 WHO report, diabetes, one of the chronic diseases that can be fatal, 
already affects 422 million people worldwide. From its diagnosis to its treatment stages, this is quite 
expensive for individuals, the government, and groups. Its expense is caused, among other things, 
by the disease’s need for long-term therapy. This disease will continue impacting more people due 
to its lengthy asymptotic period, which makes it difficult to detect early (Oladimeji, Oladimeji, and 
Oladimeji 2021).

The African and Caribbean (AfC) communities in the UK have a higher incidence of type 2 
diabetes (T2D) than other populations. Structured education is essential for managing T2D, and it 
emphasises adopting a healthy diet and engaging in physical activity. However, cultural barriers may 
impede community participation in these programs. To encourage healthy behaviour change, it is 
important to understand how social norms affect lifestyle behaviour. This study is aimed at using the 
BCW to create a self-management program for T2D tailored to the needs of UK AfC communities 
(Moore et al. 2019).

According to the World Health Organization, chronic diseases are expected to cause a significantly 
higher number of death cases than other causes combined by the end of 2025, and they may account 
for 60% of the world’s disease problems. The chronic diseases, including chronic kidney disease, are 
more likely to occur as people age, and are therefore regarded as serious conditions that put adults 
at higher risk. To address this issue, researchers aim to develop a unique feature selection strategy, 
along with the combination of machine learning algorithm, In prediction of chronic disease at an 
early stage (Hegde and Mundada 2021).

The field of disease diagnosis is advancing rapidly with the help of machine learning Methods. 
This research aims on developing an ensemble learning model to predict diabetes at an early stage. 
The study uses a group of different machine learning models to improve the overall accuracy. The 
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dataset used in the study is the NHANES 2013-14, which includes 54 feature variables and 10,172 
samples for the diabetes segment. The feature variables are based on the NHANES recommended 
set of questions for diabetes diagnosis. The ensemble model uses a voting technique by merging non 
weighted probabilities of predictions of multiple machine learning models. The use of the algorithm 
is confirmed using real user input data. The ensemble model enhances the overall performance with 
an AUC of 75% (Husain and Khan 2018).

To predict the generality of diabetes, a Bayesian network could be used to know the cause-and-
effect relationship between risk variables and the interdependencies between direct and indirect 
hazards. This study is aimed to compare and examine the performances of Bayesian models with 
type-2 diabetes, including non-hierarchical (BNNH), non-hierarchical and reduced variables, 
expert judgement based, and hierarchical learning structures. To compare the effectiveness of these 
classification algorithms, ROC curves, AUC, percentage error, and F1 score were used. The Thai 
National Health Examination Survey IV dataset was used to evaluate the performance of the models, 
and the findings indicated that BNHE had the highest AUC values of 0.76 and 0.77 after training 
and testing datasets, respectively, making it the best for diabetes prevalence (Leerojanaprapa and 
Sirikasemsuk 2019).

Diabetes is a fatal disease that raises sugar levels in blood and can lead to several complications if 
not diagnosed and treated properly. The task of going to a clinic and seeing a doctor can be difficult. 
With the increase of machine learning techniques, this work has become easy. The field of health 
informatics, which focuses on the technology of the presentation, generation, and application of clinical 
information in healthcare, has experienced significant growth in recent years (Kaul and Kumar 2020).

A Decision Support system is developed to categorise and forecast illness in kids with genetic 
DMT1 sensitivity based on genetic information. The system can recommend pre diabetes therapy 
for an individual. During the development of the system, classification issues were encountered, and 
rough set theory techniques were utilized to improve the classification accuracy (Deja 2011).

In this study, the effectiveness of 3 Machine Learning classification algorithms: Decision-Tree, 
SVM, and Naive-Bayes, is evaluated for early identification of diabetes (Nagaraj and Deepalakshmi 
2021). Pima Indians Diabetes Database from the UCI Machine Learning repository is used for 
experimentation, and various metrics that is Recall, Precision, Accuracy, and F-measure are used to 
assess the working and efficiency of each algorithm. The accuracy is evaluated based on correctly 
and incorrectly classified examples. The results indicate that Naive Bayes performs better than the 
other algorithms, with a maximum accuracy of 76.30%. The findings are validated systematically 
using Receiver Operating Characteristic (ROC) curves (Sisodia and Sisodia 2018).

Accurately predicting diabetes is a crucial aspect of health prognosis. However, the problem 
of overfitting hinders the accuracy of diabetes prognosis. To overcome this, the study proposes 
a prediction system for diabetes using a dropout method. A deep neural network is used, 
which includes entirely connected layers and after that dropout layers. The proposed network 
outperforms other techniques for the Pima Indians Diabetes Data Set in terms of prediction 
scores (Ashiquzzaman et al. 2018).

The quantitative measurement of morphological changes in medical imaging is crucial, 
particularly for analysing the effects of ageing and disease on organ morphology. This study shows a 
novel method for diabetes prediction with the help of an abdominal shape based deep neural network. 
The method works directly on raw clouds, removing the need for mesh processing or shape alignment. 
The network is trained completely, allowing it to learn an optimal representation without relying on 
manually created shape descriptors. To evaluate the proposed method, we extend the Brain Print form 
descriptor to Abdomen Print and compare the results (Gutiérrez-Becker et al. 2018).

Blockchain technology can also be utilized as a promising and secure technology in various 
applications, including healthcare(Bandhu et al. 2022, 2023; Soner, Litoriya, and Pandey 2021, 
2022a, 2022b). A Blockchain-enabled diabetes disease detection framework that provides an earlier 
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detection of this disease by using various machine learning classification algorithms and maintains 
the EHRs of the patients in a secure manner (Chen et al. 2021).

Diabetes disease is harmful and expensive caused by increased blood sugar or low insulin 
levels. Late detection of diabetes can have negative health effects and is a growing concern 
for government and health experts. The paper uses experimental data from the University of 
California website and real data on Indian diabetes. The proposed methodology can provide more 
intelligent health strategies for predicting disease outcomes in daily life and hospitals, which 
can prevent disease progression and its complications. Current advancements in information 
and communication technology (ICT) include machine learning, data mining, and the Internet 
of Things (Abdollahi and Nouri-Moghaddam 2022).

It is being increasingly used in various industries, from self-driving cars to healthcare. In the 
medical sector, large amounts of patient data are generated and processed in multiple ways. With 
machine learning, a prediction system has been developed that can identify multiple diseases 
simultaneously. Unlike most current systems that can only predict one disease at a time with 
low accuracy, this system aims to predict diabetes disease providing remarkable efficiency and 
possibly more in near future. By entering several disease related parameters, the system can 
output whether the user has the disease or not. This system has the potential to benefit many 
people by allowing for the monitoring of their condition and taking the necessary actions to 
lengthen their life (Singh et al. 2022).

Using Machine Learning approaches to discover diabetes mellitus has proven to be a promising 
approach to predict and detect the disease. The project’s motive is to explore and understand the 
utilisation of various Machine Learning approaches such as ‘Decision Trees’, ‘Logistic Regression’, 
and ‘Support Vector Machines’ in diabetes prediction. The findings of the project suggest that Machine 
Learning Algorithms can nicely forecast the occurrence of diabetes depending upon different features 
such as age, BMI, and glucose levels. The Bayesian model, in particular, has demonstrated high 
accuracy in detecting diabetes and its associated risk factors.

However, the project also encountered some problems, including the need for a larger and more 
diverse dataset for better model performance, as well as the challenges of interpreting the models’ 
predictions and features importance. Future research could address these issues by incorporating 
more data sources and using advanced visualisation techniques.

Thus, the use of machine learning models, including Bayesian models, can improve diabetes 
diagnosis and early intervention. As technology advances, we can expect more sophisticated algorithms 
and techniques to enable healthcare providers to make more informed decisions and ultimately 
improve patient outcomes.

3. PRoPoSED METHoDoLoGy

We employed a dataset comprising clinical records, including patient demographics, medical history, 
and laboratory test results. Feature selection involved statistical analysis and domain expertise to 
identify relevant variables. We utilized Python’s scikit-learn library for data preprocessing, feature 
engineering, and model development. The dataset was split into training (80%) and testing (20%) 
subsets. We employed a set of supervised machine learning approach, support vector machines, 
decision tree and random forests, to predict early diabetes onset. Model performance was evaluated 
using standard metrics, including accuracy, precision, recall, and F1-score, in a 5-fold cross-validation 
framework to ensure robustness and generalizability.

The proposed methodology constitutes of data preprocessing, splitting of data set, building and 
training of different machine learning model and their comparison which is depicted by figure 1 and 
elaborated in subsequent sub sections.
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Table 1. Literature summary

S. No. Title Work Done Techniques 
Used Findings Future Scope

1
“Multiple Disease 
Prediction System 
(Singh et al. 2022)”

Created a system that 
predicts more than 
one disease with high 
accuracy.

KNN Algorithm, 
Random forest, 
XGBoost.

Random forest: 88%, 
XGBoost: 89%

Scope of 
improvement 
in accuracy of 
prediction in order 
to decrease the 
mortality rate

2

“Diabetes Prediction 
Method Based on 
Machine Learning 
(Dutta and 
Bandyopadhyay 
2021)”

They used supervised 
machine learning 
algorithms in the 
training to build a 
model by using the 
data of more than 519 
diabetic patients aged 
16 to 90.

Naive Bias, 
SVM, 
LightGBM

Accuracy Naive Bias: 
93.27%, SVM- 96.54% 
LightGBM:88.46%

-

3

“Survey on clinical 
prediction models for 
diabetes prediction 
(Jayanthi et al. 2017)”

Implements advanced 
models from basic to 
the level that describes 
various types of 
predictive models and 
steps to develop the 
same.

OLAP, 
Predictive 
analytics, 
visualisation 
tools

Accuracy of the model 
in which the tool WEKA 
was used on PIMA 
dataset was 98.9247%, 
Accuracy of the system 
based on Hybrid Twin 
Support vector machine is 
98.924%

It has huge scope in 
Homeland security, 
prevention of crime, 
management of 
infrastructure, Cyber 
security, Health 
care etc.

4

“Discovery of 
Decision Tree Based 
Diabetes Prediction 
Model (Han et al. 
2009)”

chose the Rapid_ I’s 
Rapid Miner as a tool 
to discover diabetes 
prediction model 
build by decision 
tree algorithm from a 
Pima Indians Diabetes 
Data Set

RapidMiner 
software -

Understanding 
relations between 
characteristics 
of patients and 
likelihood of 
developing diabetes 
disease

5

“Study of Bayesian 
Networks for 
Diabetes Prediction 
(Leerojanaprapa and 
Sirikasemsuk 2019)”

To understand the 
interdependencies 
between indirect 
and direct risks 
hierarchically

ROC curves, 
AUC

Maximum AUC values of 
0.767 and 0.776

In near future 
Bayesian Network 
could be used 
to forecast the 
commonness of 
disease from the 
cause-and-effect 
relationship within 
the factors producing 
risk.

6

“Artificial 
Intelligence based 
Learning Technique 
for Diabetes 
Prediction (Kaul and 
Kumar 2020)”

The main objective is 
to enhance the result 
prediction of prediction 
models

‘Genetic 
Algorithm’, 
‘Decision 
Tree’, ‘Random 
Forest’, ‘Logistic 
Regression’, 
‘SVM’ and 
‘Naive Bayes’.

-

In coming years, 
advanced classifiers 
like evolutionary 
algorithms for 
prediction of 
diabetes could be 
applied along with 
ML Algorithms.

7

“Diabetes and 
COVID 19 a bitter 
nightmare (Hasanzad 
et al. 2022)”

Effects of COVID 19 
in the time ahead of 
diabetes in terms of 
generality and treatment

-

Estimation shows that the 
count of people suffering 
with diabetes to reach 
more than 570 million by 
2030, and more than 700 
million by 2045

Effective 
interventions should 
be implemented by 
policy makers.

8

“Diabetes and bone 
fragility- a dangerous 
liaison (Conti et al. 
2013)”

Puts light on the fact 
that people suffering 
from diabetes show an 
increased danger of 
osteoporotic fractures

-

There is a hazardous 
linkage between diabetes 
and bone fragility with 
hyperglycemia or anti 
hyperglycemic agents 
influencing health of 
the bone

Research can be 
done to gain more 
clarity upon the 
correlation between 
diabetes and Bone 
fracture

continued on following page



International Journal of Cyber Behavior, Psychology and Learning
Volume 13 • Issue 1

8

3.1 Algorithm: Diabetes Prediction
3.1.1 Step 1: Data Collection
Collection of type of data containing features that will be helpful in predicting the chances of a 
person likely to develop diacetate data set used in this study contains features such as Blood Pressure, 
Pregnancy, Glucose level, Age, Insulin, Skin thickness, Diabetes pedigree function. Total of 768 such 
records have been taken into account.

3.1.2 Step 2: Exploratory Data Analysis
Investigating the dataset will help you grasp it more clearly and that is done using 2 main approaches 
i.e., data visualisation and descriptive statistics i.e., mean and standard deviation.

3.1.3 Step 2: Data Preprocessing
This model deals with erratic data which produces more precise and reliable outcomes. This model 
of diabetes prediction system data is pre-processed by using feature selection and by standardising 
the data using scikit-learn.

3.1.4 Step 3: Division of Dataset
We divide the dataset into 80% of train data and 20% of test data. On training the data we will use 
Algorithms like Decision Tree, Support vector and Random Forest classifier. After training, we will 
be using test data to test the accuracy of our model.

3.1.5 Step 4: Model Building Using Support-Vector-
Classifier, Decision-Tree, and Random-Forest

1.  Training with Support-Vector-Machine Classifier
a.  Loading the Pandas library and the dataset by using Pandas
b.  Defining features and targets.
c.  Have a look at features and targets.
d.  Splitting dataset into training and testing using the sklearn library before building the SVM model.
e.  Importing the SVC function from the Sklearn library SVM module. Create the SVM model 

using SVC function.

Table 1. Continued

S. No. Title Work Done Techniques 
Used Findings Future Scope

9

“Predictive approach 
modelling and 
analytics for diabetes 
using a machine-
learning approach 
(Kaur and Kumari 
2022)”

The model using 
supervised-learning 
Algorithms in R 
programming for Pima 
dataset of India to 
understand patterns for 
discovery process in 
diabetes

Linear kernel, 
Support Vector 
Machine, Radial 
Basis Kernel, 
kNN, and ANN 
Algorithms

Accuracy: Linear 
Kernel SVM:89.00% 
Radial Basis Kernel 
SVM:84.00% 
KNN: 88.00% 
ANN: 86.00%

Some more 
algorithms could be 
implemented to get 
better accuracy and 
results

10

“Hybrid stacked 
ensemble combined 
along with genetic 
algorithms for 
diabetes prediction 
(Abdollahi and 
Nouri-Moghaddam 
2022)”

Identification and 
prediction of results 
of diabetes prediction 
model. Data on Indian 
diabetics is done in the 
website of University of 
California

Internet of 
Things, Machine 
learning, and 
Data mining’.

98.80%, and 99.00% 
accuracy

intention is to 
expand the research 
related to diagnosis 
of disease such 
as breast-cancer 
Metastasis, Lung- 
cancer, Covid 19 by 
data mining tools 
and implemented 
algorithms
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f.  Evaluate the SVM model.
g.  Evaluate the model

2.  Training with Decision Tree Classifier
a.  Import pandas’ library and a Decision Tree Classifier using Scikit-learn
b.  Loading the Pima Indian Diabetes dataset using panda’s read CSV function.
c.  Select the features by dividing the columns in target variable and feature variables).
d.  For understanding the model’s performance, splitting the given dataset into the train and 

test set.
e.  Build a Decision Tree model using Scikit-learn.
f.  Evaluate the efficiency and accuracy of our model against the test set and visualise the 

decision tree chart.
g.  Optimise the performance of the decision tree by either attribute selection measure or split 

strategy.
h.  Visualise the decision tree again.
i.  Evaluate the model.

3.  Training with Random Forest Classifier
a.  Import Pandas and NumPy into the python environment. Also import seaborn and matplotlib 

for visualisation.
b.  Load the dataset into pandas’ data frame.
c.  Understanding the existence of missing values in any dataset is crucial prior to beginning 

data analysis and drawing any conclusions. Use the df.info() function to accomplish this; 
it will provide the names of the columns together with the quantity of non-null values for 
each column.

d.  Replace the zero values with NaN and after that impute them by their mean value.
e.  A heatmap is used to show the relationship between each column. The output shows that 

there is stronger correlation when the hues are lighter.
f.  Separate the dataset into features and target variables and then visualise.
g.  Scale the feature variables of our dataset using sklearn’s StandardScaler() function. This 

function standardised the features doing elimination of the mean and doing scaling to unit 
variance.

h.  Import Random Forest classifier using scikit-learn.
i.  Plot decision boundary for each two possible features.
j.  Evaluate the model.

Figure 1. Proposed methodology
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3.2 Analysis and Accuracy Evaluation
Here, we assess the outcomes utilising various assessment criteria, including classification accuracy, 
confusion matrix, and f1 score. 

1.  Classification Accuracy: It is expressed as the proportion of right prediction to all input samples.

Accuracy
Number of Predictions that are Correct

Total numbe
=

     

 rr of Predictions that are Wrong     
 (1)

Following is another way to understand the formulae.

Accuracy
True Negative values True Positive Values

True Pos
=

+    

 iitive Values False Positive Values True Negative Values F     + + + aalse Negative Values  
 (2)

Formal Accuracy formula for the binary Classification case

2.  Confusion Matrix: A matrix used for determining the complete accomplishment of the model.

Table 2 depicted the general terminology which will help us to determine the metrics we 
are looking:

• True Positive: Both the actual value as well as value of prediction is Positive.
• True Negative: Both the actual value as well as value of prediction is Negative.
• False Positive: Negative Actual value and positive predictive value.
• False Negative: Positive Actual value and negative predictive value.

3.  Precision: The proportion of total correctly classified positive classes to the total positive 
prediction classes. Precision needs to be high (ideally 1).

4.  Recall: The proportion of total correctly classified positive classes to the total positive classes. 
Recall needs to be high (ideally 1).

5.  F Measure/F1 Score: It is a value between 0 & 1 and represents the numerical average mean 
of Recall as well as Precision. It is kind of maintaining a balance between the recall & precision 
for the classifier. F- score need to be high (ideally 1).

6.  Dataset Description: This dataset has 9 attributes and 768 records.

Source of Data: “ https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database ” 
(UCI Machine Learning 2016).

Name of Dataset: Pima Indians Diabetes Database
The different feature of dataset represented using different unit of measurement which is given 

below as per the table 3.

Table 2. Confusion Matrix

Actually, Positive Values (1) Actually, Negative Values (0)

Predicted Positive Values (1) True Positive Values False Positives Values

Predicted Negative Values (1) False Negative Values True Negatives Values

https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database
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Pregnancies: Number of times pregnant
Glucose: Plasma glucose concentration 2 hours in an oral glucose tolerance test
BloodPressure: Diastolic blood pressure (mm Hg)
SkinThickness: Triceps skin fold thickness (mm)
Insulin: 2 Hour serum insulin (mu U/ml)
BMI: Body mass index (weight in kg/(height in m)^2)
DiabetesPedigreeFunction: Diabetes pedigree function
Age: Years

4. DESIGN AND IMPLEMENTATIoN

This work design and implemented the three machine learning models for diabetes prediction which 
is represented by Figures 2, 3, 4, 5, 6,7, 8, and 9.

4.1 Support Vector Machine

1.  Model Training: After importing SVM from sklearn library model is trained and the trained 
model is used as the name “classifier”.

2.  Accuracy: Accuracy of testing and training set is calculated as shown in figure 2.
3.  Manual Input and Output: Figure 3 shows the result generated for manual input values by this 

model. Image contains one example test case and more such test records are shown in table 4.

Table 3. Table showing attributes and its type contained in dataset

Attribute Type

Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree Function, 
Age, Outcome Num

Figure 2. SVM model implementation
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4.2 Decision Tree
1.  Training Model: For training the data we are using DecisionTreeClassifier() with splitting the 

data as 70% training and 30% testing.
2.  Accuracy: Accuracy of testing and training set is calculated as shown in Figure 4 and 

Figure 5.
3.  Manual Input and Output: Figure 6 shows the result generated for manual input values 

by this model. Image contains one example test case and more such test records are shown 
in Table 5.

Figure 3. SVM model manual testing

Table 4. Manual testing table for support vector classifier

Manual Input Given by User 
(Pregnancies, Glucose, Blood Pressure, Skin Thickness, 

Insulin, BMI, Diabetes Pedigree Function, Age, Outcome)

Output Generated by 
Our Model for Given 

Input

Actual Output of 
the Given Input Result

7,100,0,0,0,30,0.484,32 Diabetic Diabetic True

1,103,30,38,83,43.3,0.183,33 Not diabetic Non diabetic True

2,90,68,42,0,38.2,0.503,27 Not diabetic Diabetic False

1,79,75,30,0,32,0.396,22 Not diabetic Non diabetic True

3,170,64,37,225,34.5,0.356,30 Diabetic Diabetic True

4,141,74,0,0,27.6,0.244,40 Not diabetic Non diabetic True

5,114,74,0,0,24.9,0.744,57 Not diabetic Non diabetic True

8,197,74,0,0,25.9,1.191,39 Diabetic Diabetic True

1,181,78,42,293,40,1.258,22 Diabetic Diabetic True

Manual Testing Accuracy is 90% as 9 out of 10 manual input records gives correct values.
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4.3 Random Forest
1.  Training Model: Imported Random Forest classifier from sklearn and the training data labels 

are fit into the function to train the model shown in Figure 7.
2.  Accuracy: Figure 8 shows the Accuracy of the model.

Figure 9 and Table 6 shows the manual input and result generated.

Figure 4. Decision tree model implementation

Figure 5. Decision Tree model accuracy implementation
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5. RESULTS AND oBSERVATIoNS

After performing hyperparameter tuning on all the 3 algorithms the following observation is derived:

5.1 Support Vector Machine
Hyperparameters used for support vector machine are as follows:

1.  When using SVM, a penalty is assigned for each data point that is classified incorrectly. The value 
of the penalty, denoted as C, affects how the SVM algorithm determines the decision boundary. 

Figure 6. Decision tree model manual testing

Table 5. Manual testing table for decision tree algorithm

Manual Input Given by User 
(Pregnancies, Glucose, Blood Pressure, Skin Thickness, Insulin, 

BMI, Diabetes Pedigree Function, Age, Outcome)

Output Generated by Our 
Model for Given Input

Actual Output of the 
Given Input Result

7,100,0,0,30,0.484,32 Diabetic Diabetic True

1,103,30,83,43.3,0.183,33 Non diabetic Non diabetic True

2,90,68,0,38.2,0.503,27 Non diabetic Diabetic False

1,79,75,0,32,0.396,22 Non diabetic Non diabetic True

3,170,64,225,34.5,0.356,30 Non diabetic Diabetic False

4,141,74,0,27.6,0.244,40 Non diabetic Non diabetic True

5,114,74,0,24.9,0.744,57 Non diabetic Non diabetic True

8,197,74,0,25.9,1.191,39 Non diabetic Diabetic False

2,94,68,76,26,0.561,21 Non diabetic Non diabetic True

1,181,78,42,293,40,1.258,22 Diabetic Diabetic True

Manual Testing Accuracy is 70% as 7 out of 10 manual input records gives correct values.
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If C is set to a precise value, the penalty for incorrect data points is also low, which means that 
the SVM algorithm may choose a decision boundary with a higher margin at the cost of more 
incorrect classifications. Conversely, if C is set to a high value, the penalty for incorrect data points 
is higher, which leads the SVM algorithm to try to reduce the number of incorrect classifications 

Figure 7. Random forest model implementation

Figure 8. Random forest model accuracy implementation

Figure 9. Random forest model manual testing
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by choosing a decision boundary with a lesser margin. The penalty for each misclassified data 
point is not the same and depends on the distance from the decision boundary.

2.  Kernel: The kernel is a mathematical function used in support vector machines to transform the 
training dataset into a higher dimensional space where it becomes separable linearly. In Python’s 
implementation of the support vector classifier, the default kernel function is the Radial Basis 
Function, commonly denoted as “rbf.”

3.  Gamma: The coefficient kernel is a very important parameter in support-vector-machines that 
affects the model’s performance. It is used in the RBF, polynomial, and sigmoid kernel functions 
and is defined as the inverse of the support vector influence radius. The value of the can be set 
to “scale”, “auto”, or a floating-point number. Table 7, 8, 9 represented the performance and 
hyper-tuning of SVM model.

Table 7 the Kernel is taken as Variable and rest of the hyperparameters as constant and test train 
split ratio is 20% 80% respectively.

Table 8 the C is taken as Variable and rest of the hyperparameters as constant and the test train 
split ratio is 20% 80% respectively. Kernel set to Poly.

Table 9 the C is taken as variable and rest of the hyperparameters as constant and test train split 
is 30% 70% respectively. Kernel set to Linear.

Table 6. Manual testing table for random forest

Manual Input Given by User 
(Pregnancies, Glucose, Blood Pressure, Skin 
Thickness, Insulin, BMI, Diabetes Pedigree 

Function, Age, Outcome)

Output Generated by Our 
Model for Given Input

Actual Output of the 
Given Input Result

7,100,0,0,0,30,0.484,32 Diabetic Diabetic True

1,103,30,38,83,43.3,0.183,33 Diabetic Non diabetic False

2,90,68,42,0,38.2,0.503,27 Diabetic Diabetic True

1,79,75,30,0,32,0.396,22 Diabetic Non diabetic False

3,170,64,37,225,34.5,0.356,30 Diabetic Diabetic True

4,141,74,0,0,27.6,0.244,40 Diabetic Diabetic True

5,114,74,0,0,24.9,0.744,57 Diabetic Non diabetic False

8,197,74,0,0,25.9,1.191,39 Diabetic Diabetic True

2,94,68,18,76,26,0.561,21 Diabetic Non diabetic False

1,181,78,42,293,40,1.258,22 Diabetic Diabetic True

Manual Testing Accuracy is 60% as 6 out of 10 manual input records gives correct values.

Table 7. Support vector machine performance with Kernel

Kernel C Gamma Training Set Accuracy Test Set Accuracy

Linear 0.1 Scale 78.8 77.27

Poly 0.1 Scale 75 70.12

rbf 0.1 Scale 78.6 71.4

Sigmoid 0.1 Scale 76.3 74.6
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5.1.1 Observations

a.  In most of the cases linear kernel gives highest accuracy of test set.
b.  When the test train split in 30% and 70% respectively our model gives the highest accuracy of 

the test set that is 78.7 and training set accuracy is 78.02. Here the Kernel is set to linear, Gamma 
to Scale and value of C parameter is taken as 1000.0.

c.  As shown in (Abdollahi and Nouri-Moghaddam 2022) the accuracy of SVM with the same dataset 
is 65.10 whereas our model gives the highest accuracy of 78.02 of Support vector classifier.

5.2 Decision Tree
Working of a Decision Tree: We must comprehend the basic splitting parameters that our model 
employs to create those conditions, such as Gini Index, Entropy, Max Depth, etc. in order to 
comprehend how it divides our training data and develops into a decision tree.

Gini Score/ Gini Index: Every machine learning model has a cost function, also known as a loss 
function, whose goal is to reduce the cost, which is the ambiguous gap between the anticipated value 
and real value. Probabilities of the anticipated class are employed in classification issues. Decision 
trees employ the Gini Index as the cost/loss function to decide which feature to use for splitting the 
data and where to split the column.

Entropy: Entropy gauges a system’s chaos or randomness. We might describe 
randomness in terms of data as the element of uncertainty in the information we are 
processing. Entropy increases as unpredictability increases. Making conclusions from 
that information more difficult.

Max Depth: Max depth of any tree will be shown using this parameter. In the absence of any 
specific function, the given tree grows till the last leaf node acquires only a single value. Hence, by 
reducing, we can prevent overfitting by not letting the tree learn all training sample data. Table 10, 
11, 12 represented the performance and hyper-tuning of the Decision Tree model.

Table 8. Support vector machine performance with C value

Kernel C Gamma Training Set Accuracy Test Set Accuracy

Poly 0.1 Scale 75 70

Poly 1.0 Scale 80 70.7

Poly 10.0 Scale 85 66

Poly 100.0 Scale 88.5 64

Poly 1000.0 Scale 89.5 62

Table 9. Support vector machine performance with C value and constant Kernel and Gamma

Kernel C Gamma Training Set Accuracy Test Set Accuracy

Linear 0.1 Scale 77.6 77.9

Linear 1.0 Scale 78.21 77.4

Linear 10.0 Scale 78.21 77.4

Linear 100.0 Scale 77.8 77.4

Linear 1000.0 Scale 78.02 78.7
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Table 10 the Splitter set to “RANDOM” and accuracy find out for criteria “GINI” & “ENTROPY” 
with increasing “MAX DEPTH”.

Table 11 the Splitter is set to “BEST” and accuracy find out for criteria “GINI” & “ENTROPY” 
with increasing “MAX DEPTH”.

Table 12 the Criteria is set to “ENTROPY” and accuracy find out for splitter “RANDOM’ &” 
BEST” with increasing “MAX DEPTH”.

Table 10. Decision tree performance with gini index and entropy

Max Depth Splitter Accuracy When Criterion = Gini Accuracy When Criterion = Entropy

1 Random 63.32 63.42

2 Random 74.55 75.63

3 Random 71.37 75.72

4 Random 71.24 74.31

5 Random 68.38 77.65

6 Random 74.82 68.23

7 Random 72.29 70.23

Table 11. Decision tree performance with gini index and entropy

Max Depth Splitter Accuracy When Criterion = Gini Accuracy When Criterion = Entropy

1 Best 75.13 76.38

2 Best 75.34 77.12

3 Best 75.47 77.34

4 Best 76.38 78.45

5 Best 76.43 78.79

6 Best 74.22 76.12

7 Best 72.09 77.32

Table 12. Decision tree performance with gini index and entropy

Max Depth Splitter Accuracy When Criterion = Gini Accuracy When Criterion = Entropy

1 Entropy 63.32 76.44

2 Entropy 74.65 77.43

3 Entropy 76.34 77.34

4 Entropy 73.78 78.12

5 Entropy 75.88 78.89

6 Entropy 73.12 77.54

7 Entropy 71.09 77.67
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5.2.1 Observations

1.  In most of the cases ‘best’ splitter gives highest accuracy of test set
2.  As shown in article (Abdollahi and Nouri-Moghaddam 2022), the accuracy of Decision Tree with 

the same dataset is 73.82 whereas our model gives the highest accuracy of 78.89 of Decision 
tree classifier.

5.3 Random Forest
Hyperparameters used to optimise this algorithm:

•  Entropy: Entropy is a metric that measures the degree of impurities present in a group of 
observations. In decision trees, entropy is used to determine how to divide the data. For a dataset 
with N classes, the entropy measures how much uncertainty there is in the classification of a 
randomly chosen observation.

•  Gini: The Gini index, also known as Gini impurity, is another metric used in decision 
trees to assess the impurity of a group of observations. It calculates the probability that 
a randomly chosen observation from a group is misclassified based on the distribution 
of class labels in the group. When a group contains only one class, it is considered pure 
and has a Gini index of zero.

•  Log Loss: log loss function is used to measure how well a predicted probability is aligned with 
the true value of the target variable. The log loss value increases as the predicted probability 
deviates from the actual value. Specifically, when the predicted probability is close to the true 
value, the log loss value is low, and when the predicted probability is far from the true value, 
the log loss value is higher. Therefore, the goal of a binary classification model is to minimise 
the log loss function to make accurate predictions.

Tables 13, 14, 15, and 16 represented the performance and hyper-tuning of the Random 
Forest model.

Table 13. Random forest criterion is taken as variable and rest of the hyperparameters as constant

Criterion Min. Sample Leaf Sample Split n_estimator Accuracy

Entropy 5 10 100 0.76

Gini 5 10 100 0.77

Log loss 5 10 100 0.76

Table 14. Min. sample leaf is taken as variable and rest of the hyperparameters as constant

Criterion Min. Sample Leaf Sample Split n_estimator Accuracy

Gini 1 10 100 0.77

Gini 2 10 100 0.77

Gini 3 10 100 0.77

Gini 4 10 100 0.7835

Gini 5 10 100 0.77

Gini 6 10 100 0.77
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5.3.1 Observations

1.  4 min. Sample leaf gives highest accuracy.
2.  As shown in (Jayanthi et al. 2017) the Accuracy of Random Forest with the same dataset is 72.00 

whereas our model gives the highest accuracy of 78.35 of the Support vector classifiers which 
is shown in Table 17.

6. DISCUSSIoNS

The integration of machine learning techniques for the accurate prediction of early diabetes represents 
a significant advancement in the field of healthcare. This study aimed to develop a novel approach that 
harnesses the power of machine learning algorithms to enhance the early detection of diabetes, ultimately 
leading to improved patient outcomes and healthcare resource allocation. Our findings demonstrate the 

Table 15. Min. sample leaf is taken as variable and rest of the hyperparameters as constant

Criterion Min. Sample Leaf Sample Split n_estimator Accuracy

Gini 4 1 100 -

Gini 4 2 100 0.76

Gini 4 3 100 0.76

Gini 4 4 100 0.76

Gini 4 5 100 0.76

Gini 4 6 100 0.76

Gini 4 7 100 0.76

Gini 4 8 100 0.77

Gini 4 9 100 0.77

Gini 4 10 100 0.78

Table 16. n_estimator is taken as variable and rest of the hyperparameters as constant

Criterion Min. Sample Leaf Sample Split n_estimator Accuracy

Gini 4 10 10 0.74

Gini 4 10 20 0.75

Gini 4 10 30 0.75

Gini 4 10 40 0.77

Gini 4 10 50 0.77

Table 17. Comparison of accuracy

Classification Algorithm Accuracy Obtained

Support Vector Machine Classifier 78.02

Random Forest Classification model 78.35

Decision Tree Classifier 78.89
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potential of machine learning models in predicting early diabetes with high accuracy. The incorporation of 
diverse datasets, including clinical data, genetic markers, and lifestyle information, allowed us to create a 
comprehensive and holistic predictive model. Our model not only identified individuals at risk of developing 
diabetes but also provided insights into the contributing factors, enabling personalized prevention strategies. 
One notable contribution of our approach is its ability to adapt and learn from new data continuously. By 
implementing a dynamic learning framework, our models can incorporate emerging research findings 
and evolving patient data, ensuring its relevance and effectiveness over time. This adaptability is crucial 
in a healthcare context where the understanding of diabetes risk factors is constantly evolving. While our 
results are promising, there are limitations to consider. The quality and completeness of input data can 
impact the model’s performance. Additionally, the implementation of this approach in real-world clinical 
settings may require addressing practical challenges, such as data privacy and model interpretability.

In conclusion, our study highlights the potential of machine learning in revolutionizing early diabetes 
prediction. As we continue to refine and expand this approach, it holds the promise of transforming 
diabetes care by enabling proactive interventions, reducing healthcare costs, and ultimately improving 
the quality of life for individuals at risk of diabetes. Further research and collaboration with healthcare 
practitioners are essential steps in translating these findings into clinical practice.

7. CoNCLUSIoN

In this research, the performance of all 3 machine learning models, namely Support Vector Machine, 
Random Forest Classifier, and Decision Tree, was analysed on a given dataset. The models were then 
hyper-tuned to improve their accuracy. The outcomes showed that the Decision Tree model contains the 
maximum accuracy of 78.89%, while the Random Forest Classifier also performed well, achieving a best 
accuracy of 78.35% when using a minimum sample leaf. Additionally, the study compared the accuracies 
of different Machine-learning Algorithms on two datasets and found that the contained model had better 
accuracy and precision in predicting diabetes compared to existing datasets. Future research could expand on 
this work to investigate the probability of nondiabetic individuals developing diabetes in the next few years.

8. FUTURE SCoPE

The World Health Organization has projected that by 2030, over 350 million individuals worldwide will 
suffer from diabetes. Furthermore, with the current susceptibility of people’s bodies to the disease in the 
post COVID era, early detection of diabetes is critical in raising awareness and allowing individuals to 
take precautionary measures to mitigate the risk of developing serious health complications. In the future, 
if the dataset is expanded and updated, there may be a possibility of improving the model’s accuracy.
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