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ABSTRACT

Coronavirus has spread worldwide, with over 688 million confirmed cases and 6.8 million deaths. 
The results could be important as containment restrictions begin to be relaxed and we are not immune 
to new strains. They underscore the need to introduce increasingly effective techniques to deal with 
such a spread and help identify new infections more quickly, at a reasonable cost and with a minimum 
error rate. Machine learning models constitute a new approach, used increasingly in this field. In 
this proposed work, the authors built a classification model named CovStacknet based on StackNet 
metamodeling methodology combined with the deep convolutional neural network as the basis for 
feature extraction from x-ray images. Firstly, the proposed model used VGG16 as a transfer learning 
of deep convolutional neural networks and achieved an accuracy score of 98%. Secondly, the proposed 
model is extended to evaluate four other deep convolutional neural networks, ResNet-50, Inception-V3, 
MobileNet-V2 and DenseNet, and ResNet-50, has achieved the best performance.
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INTRoDUCTIoN

Coronavirus is an infectious disease caused by severe acute respiratory syndrome coronavirus 
2 (SARS-CoV-2). Considering the degree of its spread worldwide, World Health Organization 
Director-General declared the 2019-nCoV outbreak a public health emergency of international 
concern on 30 January 2020 and a pandemic on 11 March 2020. The World Health Organization 
leads international coordination to country readiness to research and innovation to limit transmission, 
provide early care, communicate critical information, and minimize social and economic impacts. 

https://orcid.org/0000-0001-5615-7638
https://orcid.org/0000-0002-6219-4280


International Journal of Reliable and Quality E-Healthcare
Volume 12 • Issue 1

2

The choice of Covid-19 to name the novel coronavirus disease is to guard against using other 
names that might be inaccurate or stigmatizing. Since the early weeks of the pandemic, thousands 
of researchers tried to stop the Covid -19 outbreak by developing easy-to-apply diagnostics, 
accelerating existing vaccine candidates, and preventing infection. Common symptoms include 
fever, cough, fatigue, shortness of breath, and loss of sense of smell. Complications may include 
pneumonia and acute respiratory distress syndrome. Until now, Covid ‐19 has had no immunization 
or treatment. However, numerous continuous clinical preliminaries are assessing potential medicines. 
More than 688 million Covid-19 infected cases were confirmed in more than 230 countries until 
March 2023, including more than 6.8 million deaths, 660 million recovered, and 20 million active 
cases (World Health Organization, 2023). The standard test for current infection with SARS-
CoV-2 uses RNA testing of respiratory secretions collected using a nasopharyngeal swab, though 
it is possible to test other samples. This test uses real-time reverse transcription polymerase chain 
response (i.e., RT-PCR), which detects the presence of viral RNA fragments (Wang et al., 2020). 
The test procedure is manual and is facing many issues, namely the shortage of tests available 
worldwide, it may fail to identify infected patients without symptoms and is a time-consuming 
process (Zhou et al., 2020). Because of the primary involvement of the respiratory system, chest 
computerized tomography (CT) is strongly recommended in suspected Covid-19 cases for both 
initial evaluation and follow-up.

Chest radiographs (CXR) are of little diagnostic value in the early stages, whereas CT findings 
may be present before symptom onset. Ground glass opacities (GGO) pattern is the most common 
finding in Covid-19 infections. They are usually multifocal, bilateral, and peripheral. Still, in the 
early phase of the disease, the GGO may present as a unifocal lesion, most commonly located in 
the inferior lobe of the right lung (Chassagnon et al., 2020). There are widespread bilateral GGO 
with a posterior predominance. Sometimes there are thickened interlobular and intralobular lines in 
combination with a ground glass pattern. CXR images can assist in the early detection of suspected 
Covid-19 cases, but the overlap with other infectious and inflammatory lung diseases can lead to 
misdiagnosis. It is, therefore, essential to take the necessary precautions to avoid the financial and 
health consequences of such a false screening. The call to artificial intelligence has become critical, 
more particularly in times of crisis such as the Covid-19 pandemic. Indeed, the increased growth of 
detected and suspected cases has implied a demand far exceeding the capacity of health institutions, 
even for the best health systems in the world, such as the United States, Italy or Spain.

BACKGRoUND

CXR has emerged as a highly suitable domain for developing deep learning algorithms for 
automatic interpretation (Chassagnon et al., 2020). Notably, training deep learning algorithms for 
pneumonia detection has shown superior performance compared to the average performance of four 
radiologists (Rajpurkar et al., 2017). The application of deep learning in implementing automated 
radiology reporting models has gained significant attention in recent studies (Monshi et al., 2020). 
Convolutional neural networks (CNNs) integration has been identified as a standard approach for 
image analysis in this context. Regarding Covid-19 pneumonia imaging, Lomoro et al. (2020) 
investigated the imaging features of emerging Covid-19 pneumonia using chest ultrasound, Chest 
X-ray and Computed Tomography. They found that the spectrum of chest imaging manifestations of 
Covid-19 includes consolidations and hazy increased opacities on CXR, as well as multifocal GGO 
with consolidations on CT. Twenty-six original studies supported this conclusion. Simonyan and 
Zisserman (2014) categorized Covid-19 CT findings into various stages, highlighting that only 9% 
of the patients in the intermediate stage (3-5 days since symptom onset) exhibited negative chest CT. 
Kedia and Katarya (2021) developed a deep learning model, COVNet, for Covid-19 detection using 
CNN to pursue improved diagnostic accuracy for CT. COVNet, based on the ResNet50 backbone, 
demonstrated excellent performance on the test set, achieving an area under the curve (AUC) of 96%, 
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a sensitivity of 90%, and a specificity of 96%. The model utilized a series of CT slices as input, with 
resulting feature maps fed into a fully connected layer to generate probability scores for each class.

In this study, the authors aimed to develop a new prediction model called CovStackNet, which 
combines deep CNN (DCNN) and ensemble learning. This approach leverages the performance and 
flexibility offered by stacked generalization, which has proven effective across various use cases. The 
proposed model aims to detect pneumonia cases from chest X-ray images with a high level of certainty 
and differentiate Covid-19 infections from other forms of pneumonia. The study consisted of two main 
parts: The first part involved using VGG16 pretrained DCNN for feature extraction. In contrast, the 
second part comprised a comparative study of the impact of transfer learning algorithms on the model’s 
performance. The authors tested various DCNN architectures in this comparative analysis, including 
ResNet-50, Inception-V3, MobileNet-V2, and DenseNet. The structure of this paper is as follows: 
The second section provides a concise problem description, followed by an outline of the analytical 
methods employed in the third section. The fourth section presents the authors’ methodology, while 
the fifth section showcases the experimental results. The sixth section summarises the comparison 
results of transfer learning algorithms. Finally, the seventh section offers concluding remarks.

PRoBLEM DESCRIPTIoN

Medical imaging has improved the diagnosis and treatment of numerous medical conditions. CXR 
is among the most requested exams; it uses small amounts of radiation to produce two-dimensional 
pictures of the body’s organs, tissues, and bones, and it can help spot abnormalities or diseases of 
the airways, blood vessels, bones, heart, and lungs. The current best practice advises that chest CT is 
not used to diagnose Covid-19, but many studies show that it may help to diagnose, or at least triage, 
Covid-19 patients. CXR of infected cases demonstrates characteristic pneumonia like patterns that 
can help diagnose. CXR remains on the frontline imaging modality of choice for anyone suspected 
of Covid-19 infection because it is cheap, readily available, and easily cleaned. It is also known 
worldwide and may be considered the only solution accessible in several regions that do not have 
the means to perform many PCR tests. However, a significant drawback of using X-rays to test for 
Covid-19 without the dedicated test kits is that X-ray examination requires a radiology master and takes 
a considerable time, which is valuable when hundreds of people are sick. Therefore, developing an 
automated analysis system is essential to save medical professionals valuable time. Machine learning 
techniques with a big data approach are suitable for building efficient and robust models to extract 
sound knowledge from medical imaging data. This study used pre-trained DCNNs (Simonyan & 
Zisserman, 2014) combined with a StackNet (Wolpert, 1992) to build a machine-learning classification 
model and classify the CXR images.

ENSEMBLE LEARNING USING STACKNETS

In machine learning, the authors refer to ensemble learning as the construction of a metamodel grouping 
together with several machine learning algorithms to obtain better performance than that of single 
algorithm models. In other words, the resulting “ensemble” also represents a supervised learning 
algorithm since it can be trained and used afterwards to generate predictions. From a statistical point 
of view, the hypothesis represented by the “ensemble” is not necessarily contained in the species of 
the beliefs constituting it. In practice, “ensemble” models generate better results with a significant 
diversity of base algorithms.

There are several methods of “ensemble” learning. Bagging (bootstrap aggregation) (Breiman, 
1996) uses weak learners in parallel based on a given number of bootstrap sets and combines their 
results deterministically. Boosting (Freund et al., 1999) performs sequential learning of many weak 
learners and applies weight to training tuples to help the next classifier perform better. Wolpert (1992) 
defined Stacking as an ensemble learning method that combines a set of models built by different 
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algorithms. The first step of Stacking is to train diverse weak learners on the same dataset, called the 
training set. The resulting vectors are stacked to a new dataset representing all first-level predictions. 
Once the predictions dataset is filled, a metamodel is trained to predict the target dataset.

StackNets are a kind of generalization on neural networks (Breiman, 1996; Wolpert, 1992) to 
improve accuracy in machine learning. The activation function can be any supervised machine learning 
algorithm (i.e., classifiers, regressors or ensemble metamodel). Stacknets aim to improve the accuracy 
of classifiers or reduce training errors; in this study, the authors used a software implementation of 
Stacknets in Java.

Since it is not always possible to use backpropagation to train Stacknets, as is the case for neural 
networks, a forward training methodology is essential. In this study, the authors used the K-fold 
training cross-validation to train their Stacknet.

The following example refers to a sample of n independent observations, Xi the input vectors, 
and Yi the target vectors (i = 1, 2 …, n). It is possible to predict the targets using different types of 
learners, such as logistic regression, decision trees, support vector machines, and k-nearest neighbors. 
However, finding the optimal learner isn’t easy; in some cases, learners overfit the training set data. 
The example includes the following variables:

• The classification model set, which is defined as follows:

ML,i: { (i=1,2, …, KL), KL number of learners of layer L } (1)

• The vector of learners in layer L, which is equal to the following:

VL: {(ML,1, ML,2, …, ML,KL), L (L=0,1, …,N-1), N the number of layers (2)

• The output OL+1,i of the learner i in the layer L+1, could be expressed as follows:

∀ 0 ≤ L ≤ N-1, ∀ 1 ≤ i ≤ KL+1, OL+1,i = ML+1,i (O1,L, O2,L, O3,L, …, OP,L) (3)

where P = KL. ML+1,i are the metamodels of layer L+1 to combine all previous models’ predictions 
(Wolpert, 1992).

StackNet models are known to be very accurate and robust; they have won many competitions 
and got top ten results on Kaggle, for example.

DEEP CoNVoLUTIoNAL NEURAL NETwoRK FoR FEATURES EXTRACTIoN

DCNNs have revolutionized the field of image classification and recognition. They can learn basic 
shapes in the first and more complicated forms in deeper layers. This approach was inspired in 1962 
by stimuli of the visual cortex (Hubel & Wiesel, 1962); this work constituted a breakthrough in 
computer vision. The proposed model used the pre-trained VGG16 (Figure 1) DCNN to extract and 
reveal x-ray features hidden in the original images. For this purpose, the authors’ features extractor 
used only the convolution layers to extract a 25,088-length features vector for each input image. These 
features can identify different levels of image representation. The authors’ model does not use the 
fully connected VGG16 classification layers.

The authors’ model consists of 20 pre-trained layers. The first layer is the input layer, taking 
a (Red, Green, Blue) fixed size of 224 x 224 x 3 pixels image. The following 16 layers combine 
Convolution + ReLU and Max Pooling layers. These layers are part of Simonyan and Zisserman’s 
(2014) pretrained VGG16 model and are trained on the ImageNet dataset (Deng et al., 2009). ImageNet 
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contains around 15 million annotated images from 22,000 categories, and VGG16 achieved 92.7% 
accuracy on ImageNet. Therefore, the authors used the VGG16 model as a base model, as depicted 
in Figure 1 for feature extraction. Then, they applied a transfer learning model using a Stacknet 
architecture trained on two X-ray image datasets (Bashir, 2020; Mooney, 2018). The authors built 
their model based on the TensorFlow library (Abadi, Agarwal et al., 2016) backend to perform tensor 
operations. Tensor Flow is Google’s new artificial intelligence learning system generation based 
on Disbelief (Abadi, Barham et al., 2016); it analyzes complex data structures into artificial neural 
networks. In addition, the authors used Keras API (Chollet et al., 2015), a high-level neural network 
API written in Python, and they used JupyterLab (2022) as the editor.

INPUT DATA: X-RAy IMAGE DATASETS

The first dataset (DS1) (Mooney, 2018) consists of 5,216 X-ray images, including 4,273 having 
pneumonia (bacterial and viral pneumonia cases) and 1,583 standard cases. In this study, the authors 
chose an approach that allowed building efficient models even with limited data. The second dataset 
(DS2) (Bashir, 2020) is a Kaggle open database. The third dataset (DS3) (Miller,2020) is a recently 
open-sourced database containing CXR pictures of patients suffering from several pneumonia 
infections, including the Covid-19 disease. The authors’ objective was to build a classifier to predict 
from a CXR scan whether a patient has the virus (Figure 2).

Figure 1. Model summary of the features extraction using VGG16 as a base model
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DATA PREPRoCESSING

Three main approaches are possible concerning data augmentation to prevent overfitting while using 
transfer learning in CNNs:

• Using the pre-trained model as a feature extractor, without any weights tuning, and training the 
authors’ classifier.

• Fine-tuning the pre-trained model, using the actual weights as initial values.
• Using the pre-trained model directly as a final classifier.

In this study, the authors used the first approach. They used the VGG16 convolutional layers to 
extract features from row X-ray images. The generated vector contained 25,088 real values for each 
input image; the authors considered these values features for their StackNet classifier. During this 
phase, they carried out several transformations of the generated features vector so that it could be 
used to construct the classification model. Indeed, the first standardized the features by removing 
the mean and scaling to unit variance.

FEATURE ENGINEERING

During their analysis, the researchers studied feature selection to reduce the features’ dimensionality 
and have a relevant number which would be helpful for effective learning without overfitting.

This approach has a considerable simplification impact since the complexity of the problem 
increases exponentially with the number of dimensions, so reducing them typically saves processing 
time and improves output quality and predictive performance.

The authors used several feature selection approaches and eliminated the features with a minimum 
score for all algorithms. The first method they used was filter-based, in which they calculated the 
variance of each feature and then removed features with the variation below a given threshold (Figure 
4). A feature generally has very little predictive power when it does not vary much within itself.

The authors’ second method for feature selection was feature importance with a forest of trees; 
the algorithm suggests more informative features to consider during the classification task. For 
example, the researchers simplified the complexity by ten during their first training scenario using 
the DS1 dataset (Figure 5).

Figure 2. Samples of the labeled x-ray images from DS2
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IMBALANCED CLASS HANDLING

This type of configuration is often encountered in the case of supervised learning problems when 
a significant imbalance exists in the number of observations of the target classes. X-ray images are 
one of the situations where the number of infected cases is relatively rare. This must be considered 
during the data analysis process, from the data loading to the validation of the optimal model to be 
retained. One of the most famous techniques for handling imbalanced datasets is the synthetic minority 
oversampling technique (SMOTE) (Chawla et al., 2002).

Figure 3. Overview of the training and test data (the extracted features vector reduced to two components using 
principal component)

Figure 4. Features variance and logarithm of variance distribution
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This algorithm oversamples the examples in the minority class in the training dataset using the 
k-nearest neighbors’ algorithm.

CoVSTACKNET ARCHITECTURE

After the features extractions from x-ray images, the authors used the VGG16 flatten layer, whose role 
is to apply a flattening transformation on the tensor converting the two-dimensional matrix of features 
into a vector that can be fed into the authors’ Stacknet. Figure 6 shows the full computing algorithm.

Many machine learning models allow for building a Stacknet (i.e., boosting, bagging, and neural 
networks) (Kim et al., 2020). The authors decided to combine different machine learning algorithms 
they had selected from a large set of algorithms (logistic regression, linear discriminant analysis, 
k-nearest neighbors classifier, decision tree classifier, Gaussian naïve bias, support vector classifier, 
adaptive boosting classifier, gradient boosting classifier, random forest classifier, extra trees classifier, 
and bagging classifier).

Using the grid search cross-validation approach, they optimized the classifiers via hyperparameters 
estimation (Figure 7). This technique is recommended to avoid overfitting and keep an almost constant 
predictive performance between training and unseen data by combining hyperparameters in the grid. 
Then, the researchers tested the model they had obtained on a test dataset (X_test, y_test); the scores 
determined the optimal parameters combination of the most efficient model.

Before passing the prepared data (nx1 vector) to their StackNet, the researchers made a SMOTE 
sampling, as explained above. This technique handles the imbalanced dataset that characterizes the 
authors’ problem. They generated three datasets at this stage: Training, validation, and testing.

To build a robust and efficient model, the authors opted for using various models based on 
different algorithms; they implemented their solution using the Scikit-Learn package of the Python 

Figure 5. Features selection using random forest regressor sample parameters and output performance using DS1



International Journal of Reliable and Quality E-Healthcare
Volume 12 • Issue 1

9

language (Pedregosa et al., 2011). They also used an implementation of Stacknet called pystacknet 
(Michailidis et al., 2017; Michailidis & Soni, 2018).

The Stacknet comprised five levels of estimators (from 0 to 4) (Figures 14 and 15): Level 0 
included 100 logistic regression classifiers applied on a split of random subsets of the original input 
features; each level from 1 to 4 included four estimators.

The proposed architecture enables extracting features from a labeled x-ray image training dataset 
through a CNN, followed by classification using a Stacknet architecture (Figure 9). The end-to-end 
algorithm for X-ray image classification involves feature extraction, feature engineering, and a two-
step Stacknet classification phase. The experimental results section details this architecture and its 
training process.

CoMPARATIVE STUDy ARCHITECTURES

In this subsection, the authors compare five pre-trained CNNs for the feature extraction step using the 
same model architecture (Figure 8): VGG-16, ResNet-50, Inception-V3, MobileNet-V2, and DenseNet. 

Figure 6. Algorithm for automatic detection and classification of pneumonia
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ResNet-50 (or residual network 50 layers deep) is a type of deep network based on residual learning 
(Sandler et al., 2018) that considers inputs as a reference to make network training easier. Inception-V3 
(Simonyan & Zisserman, 2014) by Google is the third version of a series of deep learning convolutional 
architectures based on depthwise separable convolution layers. Version 3 mainly focuses on burning 
less computational power by modifying the previous Inception architectures (Szegedy et al., 2016).

Figure 7. Models’ training, validation, and test configuration

Figure 8. CovStacknet model architecture
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MobileNet-V2 (Sandler et al., 2018) is a lightweight CNN with 53 layers (52 convolutions and 
one fully connected layer). DenseNet (Huang et al., 2017) is a kind of CNN where every layer obtains 
additional inputs from all preceding layers and passes on its feature maps to all subsequent layers. 
The concept of concatenation gives the model a higher computational and memory efficiency.

The authors used the same model architecture to conduct the comparative study, changing just 
the features extraction layer (Figure 10). Table 1 shows the dataset the authors used. After the feature 
extraction step using the five pre-trained CNNs, the authors applied the variance threshold algorithm 
to reduce dimensionality and selected the most pertinent features. Table 2 shows the number of 
features before and after the feature selection step. Next, the researchers split the dataset into training 
and validation subsets and applied SMOTE sampling to handle unbalanced datasets. Finally, they 
trained and validated the model using the StackNet architecture (Figure 11) with intermediate-level 
prediction restacking. In level 0 of the StackNet, the researchers divided the data into 100 subsets; 
each subset had the total number of features divided by 100.

EVALUATIoN METRICS

To evaluate their approach and estimate the generalization accuracy of their models on future data, 
the authors used a set of metrics calculated based on the confusion matrix (Figure 12). This allowed 

Figure 9. CovStacknet model architecture



International Journal of Reliable and Quality E-Healthcare
Volume 12 • Issue 1

12

Table 1. Initial x-ray images content

Scenario S1 S2 S3

Dataset DS1 DS2 DS3 DS1 + DS2 + DS3

Normal 1583
54 147

0

Pneumonia 4273 2779

Covid-19 0 108 526 634

5216 162 673 3413

Figure 10. CovStackNet architecture for features extraction comparative study

Table 2. Performance summary for the features extraction comparative study

CNN
N° of features CovStackNet classification performance

Before After Data set Accuracy Precision Recall F1 
Score Specificity Execution 

Time

VGG16 25088 1879
Training 99.2% 99.7% 98.7% 99.2% 99.7% 260.42 s

Validation 99.1% 98.6% 97.4% 98.0% 99.6% 258.35 s

ResNet 50 2048 320
Training 99.8% 99.9% 99.7% 99.8% 99.9% 94.94 s

Validation 99.1% 98.6% 97.4% 98.0% 99.6% 93.68 s

Inception 
V3 2048 519

Training 98.0% 99.8% 96.3% 98.0% 99.8% 191.60 s

Validation 96.5% 92.8% 91.6% 92.2% 97.9% 200.76 s

MobileNet 
V2 1024 394

Training 99.8% 99.8% 99.7% 99.8% 99.8% 125.00 s

Validation 98.1% 98.6% 92.9% 95.7% 99.6% 113.05 s

DenseNet 1024 118
Training 99.8% 100% 99.7% 99.8% 100% 64.46 s

Validation 98.1% 96.7% 94.8% 95.7% 99.1% 60.75 s
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them to experiment with two approaches to evaluate their model performance. The set of metrics 
was as follows:

• Classification Accuracy: The percentage of correct predictions compared to the set of 
all predictions.

• Receiver Operating Characteristic Curve (ROC): It allows comparing the true positive rate 
and the false positive rate for different classification thresholds for a classifier.

• Area Under Curve (AUC): It calculates the entire two-dimensional areas underneath the ROC 
curve (Figure 7).

• Precision: It gives the level of precision of the model on positive predictions (i.e., the portion 
of correct positive predictions).

• Recall: It gives the model’s precision level on the rate of true positive predictions compared to 
the overall number of actual positives.

• F-Measure: Also called F1-score, it balances precision and recall. This measure gives more 
precise information than the accuracy score, in particular when the problem contains a large 
number of true negatives or, in the case of imbalanced datasets.

Figure 11. StackNet architecture used to build covstacknet classifier

Figure 12. Confusion matrix and performance metrics used for comparative analyses



International Journal of Reliable and Quality E-Healthcare
Volume 12 • Issue 1

14

EXPERIMENTAL RESULTS AND DISCUSSIoN

To obtain optimal classification results, the authors trained two models (Figure 10); the first model 
allows to distinguish standard images from those having any pneumonia infection (dataset DS1 
[Mooney, 2018] and scenario S1 in Table 1). Training the model based on the DS2 (Bashir, 2020) 
dataset does not give good scores due to the limited number of cases (DS2 dataset and S2 scenario in 
Table 1); Figure 11 shows the results. This led the authors to create a new dataset containing images 
with the Covid-19 infection taken from DS2 and DS3 (Cohen et al., 2020) (Table 1) and cases with 
pneumonia infections other than Covid-19 taken from DS1. Thus, the resulting classifier could 
distinguish the characteristics of Covid-19 infections from different types of pneumonia (Figure 13).

In the first scenario (Stage I), the authors extracted features using VGG-16 CNN from all 5216 
DS1 x-ray images after feature engineering and selection, as explained in the fourth section.

The researchers did an 80%-20% train/test split and applied SMOT sampling on the 
training dataset.

Figure 6 shows how the authors trained the model. The model scored more than 97% accuracy 
on the validation set to classify X-ray images into two classes, namely “No infection (normal)” and 
“Pneumonia infection.”

To detect Covid-19 infections, the researchers trained a new model using the same steps (Stage II). 
In this scenario (S3), the used dataset contained only infected cases, and the classes for this scenario 
were “Covid-19 infection” and “Other pneumonia infection.” The second model scored more than 
98% accuracy (Figures 14 and 15).

Using this two-stage approach by combining S1 and S3 allowed us to obtain very high 
classification scores vs just one stage, as in S2. This approach of problem simplification into two steps 
gives each classifier more capability to learn specific characteristics, take more accurate decisions to 

Figure 13. Covid-19 classification architecture using two instances of CovStackNet with different training data
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detect infected cases of any pneumonia, including Covid-19, and then, among those infected cases, 
apply another classifier trained to detect Covid-19 cases.

In this study, the authors combined two well-known techniques in machine learning to create a 
super learner able to detect Covid-19 infections with very high performance. The first technique is 
CNNs, especially five pre-trained architectures to extract x-ray pictures of the features (i.e., VGG-
16, ResNet-50, Inception-V3, MobileNet-V2, and DenseNet). The second technique is a six-level 
StackNet classifier with intermediate prediction restacking. The experimental results showed that 
all the models converged to an optimal value of performance parameters since the second level 
(Figure 20). The best results were for VGG16 and ResNet-50 (Figures 17, 18, and 19). Although the 
VGG16 network performed highly in classifying Covid-19 and non-Covid-19 infections, it did not 
have the best execution time. In contrast, ResNet-50 could diagnose Covid-19 infection quickly and 
use fewer features.

High sensitivity is desired to diagnose the maximum positive cases of Covid-19 infections. In 
this regard, ResNet and VGG16 have the same values, with an execution time performance advantage 
for ResNet-50. These results prove that the model the authors built in this study and based on deep 
learning techniques combined with ensemble learning, can accurately aid radiologists in diagnosing 
infections related to Covid-19. In this study, the researchers also solved the most critical issue for 
radiologists: differentiating Covid-19 and other atypical and viral pneumonia diseases by using a 
double training process (Figure 13).

IMPLEMENTATIoN

To implement their proposed solution in a production environment, the authors developed a Web 
application using Python. This application serves as a tool for detecting Covid-19 positive and negative 

Figure 14. Covid-19 classification performance for all CovStackNet models prediction by level and model number

Figure 15. Confusion matrix for CovStackNet level 5 prediction
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cases based on the authors’ model. Medical personnel can easily access the application and upload 
CXR images for analysis (Figures 21 and 22). This Web application offers several advantages in the 
context of Covid-19 detection. Firstly, it provides a user-friendly interface that simplifies the process 
for medical personnel. They can easily navigate the application, browse the available CXR images, 

Figure 16. Covid-19 classification probability distribution and ROC curve for the three-stages predictions

Figure 17. Execution time and features before and after selection by DCNN architecture
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and submit them for analysis. This intuitive design reduces the learning curve and ensures healthcare 
professionals can efficiently utilize the solution. Secondly, the application leverages the power of our 
developed model for Covid-19 detection. By feeding the CXR images into the application, the model 
can quickly analyze the data and provide accurate results regarding the presence of Covid-19 in an 
optimal time (Table 2). Compared to traditional diagnostic methods, this expedited process saves 
time, allowing for faster decision-making and patient management.

Additionally, the Web application offers the advantage of accessibility. Medical personnel 
can access the application from any device with Internet connectivity, such as laptops, tablets or 
smartphones. This flexibility enables healthcare professionals to conveniently perform Covid-19 
screenings in various settings, including hospitals, clinics or remote locations.

Figure 18. Classification performance by CNN

Figure 19. Confusion matrices for training and validation data
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Figure 20. Classification accuracy (training vs validation) for StackNet algorithms for each DCNN

Figure 21. Graphical user interface-based tool for Covid-19 detection: browse and analyze image
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LIMITATIoNS AND CoNSIDERATIoNS oF THE PRoPoSED METHoD

It is essential to acknowledge and discuss the limitations of the authors’ proposed method to provide 
a comprehensive and balanced view of this study. Firstly, the authors’ proposed procedure is invasive 
compared to the widely used PCR technique. This invasiveness may pose challenges regarding patient 
acceptance and the practicality of widespread implementation. Secondly, this study’s data collection 
process and analysis are not fully automated, which may introduce potential biases or inconsistencies. 
Additionally, the proposed solution may not be broadly deployable.

CoNCLUSIoN

This paper proposes a new classification model that combines DCNN and ensemble learning to predict 
pneumonia, especially Covid-19. This is important to detect new infections quickly and save lives. 
The proposed method exhibits several novel aspects that contribute to its effectiveness in detecting 
Covid-19 infections from radiological images. Firstly, the authors developed a robust classifier by 
training a multilevel Stacknet using a diverse set of algorithms. This approach optimized the predictive 
performance of the model. Additionally, the authors applied feature segmentation into subsets at the 
first level of the Stacknet, enhancing processing time and classification performance. They also utilized 
pretrained CNNs for automatic feature extraction from X-ray images, making their model powerful and 
efficient. Another notable feature is the two-step classification architecture, distinguishing pneumonia 
cases from standard cases in the first step and accurately detecting Covid-19 cases in the second step. 
Furthermore, the authors conducted a comparative study, comparing the accuracy and processing 
time performance of their classifier with different CNN architectures for feature extraction. The 
researchers compared five well-known pre-trained DCNNs (i.e., VGG-16, ResNet-50, Inception-V3, 
MobileNet-V2, and DenseNet). Besides, they used many feature selection techniques and grid search 
cross-validation for hyperparameters optimization; they adopted SMOTE as the sampling technique 
to handle unbalanced datasets. The experimental results showed that all the models converged to an 
optimal value of performance parameters since the second level of the authors’ StackNet classifier. 
However, VGG16 and ResNet-50 achieved better accuracy and AUC scores. Results can be improved 

Figure 22. Graphical user interface-based tool for COVID-19 detection: result of the test
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by fine-tuning the hyperparameters of the StackNet model or by choosing a new set of base models. 
Stacknets are among the best-performing approaches to building robust prediction systems with many 
base models. It is also possible to make deeper Stacknets for use cases with big datasets that allow 
for a successful training process through all layers, using k-fold cross-validation.

Based on the above results, the authors recommend CovStackNet based on ResNet50 (99.1% 
accuracy, 98.6% precision, 97.4% recall, 98.0% F1 score, and the second-best processing time of 93.93 
s) for Covid-19 classification of pneumonia cases on CXR. Performance improvement is possible by 
using DCNN architectures. Comparing the authors’ CovStackNet with recently published studies that 
also performed binary classification, especially of Covid-19 and pneumonia images, the authors’ model 
has the second-highest accuracy (Table 3). (Gupta, A., Gupta, S., & Katarya, R. (2021)) achieved the 
highest binary classification accuracy using their proposed network called InstaCovNet-19.
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Table 3. Comparison with other related work that performed binary classification on x-ray images

Authors Architecture Precision

Gupta, A., Gupta, S., & Katarya, R. (2021) InstaCovNet-19 99.53%

Nandhini, S., & Ashokkumar, K. (2022) DenseNet121 99.48%

Hussain et al. (2021) CoroDet 99.1%

Shelke et al. (2020) DenseNet-161 98.9%

Nayak et al. (2021) ResNet-34 98.33%

Ozturk et al. (2020) DarkCovidNet 98.08%

Jain et al. (2020) ResNet-101 97.78%

The authors of this study CovStackNet 99.1%
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