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ABSTRACT

To address the high rate of false alarms, this article proposed a voting-based method to efficiently
predict intrusions in real time. To carry out this study, an intrusion detection dataset from UNSW was
downloaded and preprocessed before being used. Given the number of features at hand and the large
size of the dataset, performance was poor while accuracy was low. This low prediction accuracy led to
the generation of false alerts, consequently, legitimate alerts used to pass without an action assuming
them as false. To deal with large size and false alarms, the proposed voting-based feature reduction
approach proved to be highly beneficial in reducing the dataset size by selecting only the features
secured majority votes. Outcome collected prior to and following the application of the proposed
model were compared. The findings reveal that the proposed approach required less time to predict,
at the same time predicted accuracy was higher. The proposed approach will be extremely effective
at detecting intrusions in real-time environments and mitigating the cyber-attacks.

KEYWORDS

Efficient intrusion prediction, Feature selection with voting based method, machine learning based intrusion
prediction, Minimizing false alarms

INTRODUCTION

The cyber security of IT infrastructure is becoming increasingly important. Computer and network
security has become increasingly popular as a result of increased and innovative cyber attacks (CERT,
2018). An adversary, either internal or external to the system, can launch an attack on IT infrastructure.
Insider attacks have recently emerged as a major threat to network security (ClearSwift, 2017; HayStax,
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2017). Before an attack on a computer or network occurs, adversaries investigate vulnerabilities to
exploit the system. Vulnerabilities can exist at any level of the IT infrastructure, including application
software, operating systems, and hardware. Vulnerabilities discovered can be exploited to compromise
data and render services inaccessible. Despite the fact that network perimeters are well fortified to
protect IT resources, adversaries discover novel ways to attack and penetrate networks. Attacks such
as Phishing, DDoS, and intrusion are the major cyber-attack contributors (Alomari, Manickam, Gupta,
Karuppayah, & Alfaris, 2012; Yu, 2014; Zargar, Joshi, & Tipper, 2013).

Network Vulnerabilities

Vulnerabilities can be defined as a bug or misconfiguration in a software system that is exploited by
adversaries to attack a host or a network system (Bazaz & Arthur, 2007; Benton, Camp, & Small, 2013;
Bishop & Bailey, 1996). Given the importance of cyber attacks, the Computer Emergency Response
Team (CERT) maintains a dedicated portal to notify advanced vulnerabilities and recommend remedial
action to plug the vulnerabilities. (CERT, 2018).

An attack on a host or network can be exercised only if a vulnerability exists. Once a vulnerability
is exploited, an adversary can intrude into the computer or a network system and is likely to cause huge
damage. The attacker exploits the vulnerabilities and succeeds in attacking the target (Wang, Jajodia,
Singhal, Cheng, & Noel, 2014). For instance, vulnerabilities in Adobe Flash, and Adobe Acrobat
Reader has caused several attacks. To fix the vulnerabilities, Adobe released a series of patches.

Intrusion Detection System

The intrusion detection system is a software that is developed to detect intrusions in a computer or
network system. The working principle involves tracing the malicious software demonstrating distinct
behaviour relative to the ordinary traffic. Indeed, the need for intrusion prevention was more stressed
instead of being limiting to intrusion detection by authors (Cai, Mei, & Zhong, 2018). Ordinary
anti-virus software fails to detect such types of advance malicious behaviour (SentinelOne, 2018).
Seamless connectivity coupled with accelerated growth in PCs, smartphones, tablets, and internet
connectivity offers a great opportunity for adversaries to creep from one device to another (Shelke,
Sontakke, & Gawande, 2012; Shakshuki, Kang, & Sheltami, 2013). This leads to a compromise in
security and causes the expansion of malicious software. In a network, resources such as nodes or a
host can be compromised by intruder on the periphery. Accordingly, IDS can be categorized into: a)
host-based b) network-based, and c) periphery-based.

To trace the intrusion, IDS primarily employs either statistical or data mining methods. Usage of
data mining techniques is not new in IDS and rigorously employed by authors(Berson & Smith, 1997).
In order to combat the new features in malicious software, several new techniques were proposed to
thwart intrusion (Aburomman & Reaz, 2016; Altwaijry & Algarny, 2012). To keep IDS usage costs low,
authors (Alharkan & Martin, 2012) have proposed a public cloud-based approach to detect intrusion.
As a result, the user can gain access to advanced and updated IDS while paying for limited usage.

Present Trend in Security Attacks

To provide the ease of use and flexibility, data maintained on internet is growing. Government
initiative and encouragement has further accelerated the growth in digital data. To offer ease of use
and flexibility variety of operations related to bank, FinTech, Ecommerce, citizen services, etc can be
accessed using internet based accessibility from anywhere using variety of devices. In the same line,
financial activities employing technology has grown manifold. Owing to the importance of data, the
cost of downtime is higher for a financial institution, and vulnerability is correlated to the number
of financial records maintained by the financial institution (Roumani, Nwankpa, & Roumani, 2016).
Adversaries are trying hard to develop advanced malware that can penetrate the existing security
solutions (Symantec, 2018). Symantec security threat report 2018 outline the current state of security
and the emerging areas of attack (Symantec, 2018).
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Recently, a new form of malicious software termed ransomware gained momentum and caused
huge damage in terms of reputation as well as monetary terms (Brewer, 2016; Newman, 2018; Singh,
2018). Universities, hospitals, and financial institutions across the world are some of the major victims
that experienced ransomware. Attackers demanded huge ransom to free the full or partial data (Logan,
2017; Solomon, 2017; Osborne, 2018). Owing to the damage caused and ransom demand, it is also
termed as cyber terrorism (Knake, 2010). Attacks have also occurred on Bitcoin, which is considered
relatively safe in comparison to other internet-based environments.

Problem Statement

The primary function of IDS is to generate the alert as early as possible based on the severity level of
the alert (Chatziadam, Askoxylakis, Petroulakis, & Fragkiadakis, 2014). This allows the administrator
to combat the threat by taking appropriate action. Generation of timely and accurate alerts ensures
that the administrator is not in a quandary and is not relying on acting experience, but rather on the
system to combat the threat. Tree-based algorithms, support vector-based methods, and naive methods
are the most widely used machine learning-based methods for effectively classifying target classes
(Koc, Mazzuchi, & Sarkani, 2012; Kukreja, Karamchandani, Khandelwal, & Jewani, 2015; Li, et al.,
2012; Liao, Lin, Lin, & Tung, 2013).

Research Objectives

Considering the problem at hand, this work has undertaken the following objectives to explore
intrusion and improve efficiency to categorize intrusion:

Identifying important features that have a strong bearing on intrusion.
Reducing the dataset according to the identified important feature(s) and evaluating the impact
on classification.

e Measuring the accuracy and performance gain achieved by using the proposed method before
and after dataset reduction.

The rest of the manuscript is organised as follows: Section 2 presents the literature review and
the challenges identified based on the review. Section 3 elucidates the research methodology used.
Section 4 presents the proposed voting-based model. Finally, section 5 presents the results and
discussion of the experiment carried out.

RELATED WORK

Noteworthy contribution related to this work has been presented herein:

To detect the intrusion, a KNN based method was employed by the authors (Wagh, Neelwarna,
& Kolhe, 2012), they claimed that the outcome of KNN is more efficient then the earlier existing
methods(Wagh, Neelwarna, & Kolhe, 2012). In another work, modified version of SVM that employ
the bat algorithm to synchronize the feature selection was proposed by (Chen, Zhichun, Xia, & Liu,
2013). The authors used a support vector-based machine algorithm named (BA-SVM). In another work,
authors (Cho, Shon, Choi, & Moon, 2013) suggested the usage of machine learning based algorithm
to detect the zero-day attack. In another work, a study related to malware and advance persistent attack
(APT) was undertaken by the authors (Kim & Park, 2014). The proposed APT based method predict
the intrusion by dividing the dataset into several stages at the time of learning, testing, and finally
the evaluation method (Kim & Park, 2014). The authors (Yin, Chen, & Kim, 2014) introduced the
method with the name LDFGB that takes the outlier into account to predict and understand the data.
Authored claimed it to be more accurate than the one currently existing. The proposed algorithm was
capable of covering any type of shape.



International Journal of Decision Support System Technology
Volume 15 - Issue 1

The authors (Aleroud & Karabatis, 2017) described the IDS control as a difficult task. In order
to enrich the readers; authors claimed to present a new data mining based taxonomy of the previous
work carried out. The key objective of the article was to represent the work of data analytics in
Intrusion detection systems especially related to contextual information. The authors also highlighted
the weakness of the existing techniques and suggested the layered approach for effective prediction
of attacks. To deal with the intrusion in distributed environment, an efficient technique that deeply
analyzed the component of the intrusion and classified them into four basic units i.e. sensors, a
database, an analyzer, and a responsive unit, was proposed by (Platonov & Semenov, 2017). In
another work, issue related to false classification that results in raising the false alarm was undertaken
by (Shah, Aggarwal, & Chaubey, 2017). The authors proposed the multi-sensor type approach for
improving the overall accuracy. The technique was a mathematical model that fuses the evidence
and initiated the global decision.

Mobile Adhoc Network (MANET) is ever increasing. MANET allows a system to join a network.
Accordingly, security concern is growing in MANET. Wireless network-based intrusion system is
ill-suited for MANET. Accordingly, trace back based intrusion detection system was proposed by
(Umamaheswari & Kalaavathi, 2018). The proposed application had to reside on a server that can
monitor the network based on the weightage system. A mobile-based intrusion detection system was
proposed by (Bala, Jothi, & Chandrasekar, 2018). The proposed technique was based on learning with
the help of traffic analysis. It was including the time-variant to trace the data traffic.

Findings
Based on the aforementioned literature review, the challenges identified are mentioned herein.

i.  Machine learning-based techniques such as KNN, SVM and decision tree are used to
deal with the malicious application. Once, malicious data is traced, an alert notifying the
intrusion is generated and subsequently, dealt with by the administrator. Lack of experience
or foresightedness results in a poor configuration that is well exploited by the adversaries.

ii. The complexity of a network is growing owing to the wider connectivity with the devices
and inclusion of the Internet of things. The smartphone equipped with an android based
operating system is acting as a computer and is widely used for data exchange and connection
to the outside world. Such devices can be easily infected by sending malicious software in
the form of mail. Apps are frequently downloaded and installed to meet short and long-term
goals. During the selection of apps, no detailed study or the supplier’s history is examined.

iii. Infected devices connected with the computer network can easily spread the malware. Adhoc
networks and legacy networks will be at risk due to the emergence of android based malware.

The aforementioned contributions have highlighted the need for a technique capable of dealing with the
network complexity that has arisen as a result of seamless connectivity with a wide range of devices.
Because the data is stored on the server, the approach should be scalable and effective enough to
generate an accurate alert in a timely manner. A timeline can be created by devising a noble strategy
or by reducing the size of the data at hand.

RESEARCH METHODOLOGY

Data Description and Selection of Dataset

A dataset with the nomenclature UNSW 15 (University of New South Wales) was downloaded in order
to carry out the experiment. This dataset was created by the IXTA PerfectStorm tool in the Australian
Centre of Cyber Security’s Cyber Range lab (Moustafa & Slay). To capture 100 GB of raw traffic,
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TCPdump is used. Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, reconnaissance, shellcode,
and Worms are the nine classes in this dataset. The dataset contains approximately two million and
540,044 records spread across four csv files. There were 49 columns in total. The dataset is available
for viewing and downloading at https://cloudstor.aarnet.edu.au/plus/index.php/s/2DhnLGDJEECo4ys.

Other options included data sources such as DARPANET, which was created in 1999-2000
(Dhanabal & Shantharajah, 2015). This dataset is extremely popular among security researchers,
and it has been used in a number of studies. This dataset, however, is not used for this work because
it is quite old, having been created around 20 years ago. We believe it may have lacked some of the
advanced attack features that have evolved over the years.

CAIDA and NALR are two other datasets available for IDS, and they are widely used by
researchers all over the world to compare their models to this dataset. However, only statistical
methods can be used for CAIDA and NALR. As a result, they were dropped.

Despite the fact that NIST recognised the importance of dataset availability for researchers and
stressed the importance of supplying updated datasets on a regular basis, updated data is still lacking
despite repeated requests. In this regard, the dataset at our disposal was the best fit. Furthermore, it
was saved in 2017 and thus contains advanced trends.

System Configuration

Machine learning techniques supported by the ‘R’ application are used to carry out the experiment. To
that end, several packages were required, such as rpart, earth, rle, and so on. They were all downloaded
from the internet. The experimental machine is set up as follows:

Operating System: Windows 8.1

RAM: 16 GB

Processor: AMD Fx-4300 Quad Core, 3.80 Ghz
Application Software: R, version 3.5.3

Sample Drawing Technique

The sample drawing technique is critical to the success of the data analysis technique. The method
used to draw the sample should be unbiased while also being time efficient. To achieve the best
results, the following sample drawing techniques were used in this work:

Random Sample
Hold out method
Cross-Validation
Bootstrapping

Feature Selection

The dataset contains 49 attributes. When the algorithm is applied to such a large dataset, performance
suffers dramatically. It takes hours to get the result. Such a system cannot be justified in IDS, where
the administrator must act immediately upon receiving an alert. Simultaneously, predictions used to
be moderate. As a result, we have reduced the dataset by removing features that may be redundant
in the dataset. To that end, the algorithms discussed herein were used to select important features:

Boruta Method

Decision tree-based method

Recursive feature elimination (RFE) Method
Linear Model


https://cloudstor.aarnet.edu.au/plus/index.php/s/2DhnLGDdEECo4ys

International Journal of Decision Support System Technology
Volume 15 - Issue 1

Machine Learning Algorithms

Machine learning algorithms are classified as either supervised or unsupervised learning techniques. The
model learns in supervised learning techniques by working on the available dataset; once trained, the model
is applied to testing data. Groups are initially unknown in the unsupervised method. Nave Bayes, SVM,
decision tree, forest tree, KNN, and other popular machine learning algorithms falls under supervised
learning. We tested our model on the following algorithms, in addition to the ones mentioned above.

Naive Bayes
SVM
Decision Tree

Reasons to select the aforementioned algorithms are enumerated herein:

e In cases where history is available, the supervised-based method is well suited. Since we had
access to the training set, we used supervised learning classification techniques rather than
unsupervised ones.

e  The need for scaling was the second reason. The aforementioned algorithms do not require data
scaling, whereas other algorithms, such as neural networks and KNN, do.

e  Scaling is incompatible with the need for real-time analysis, especially in large datasets, because
scaling requires additional time. Furthermore, they are working on raw data, whereas other popular
techniques, such as KNN and NN, can be used on normalised data. Our goal was to investigate
the performance and efficiency of undertaken algorithms, particularly those that operate on raw
data rather than transformed data.

PROPOSED VOTING BASED METHOD

In a multi-dimension dataset, not all attributes are required; instead, the model uses some of them. As
aresult, we identified the most appropriate features in the IDS dataset to improve the performance of
three classification algorithms used to generate the early warning system (Chatziadam, Askoxylakis,
Petroulakis, & Fragkiadakis, 2014).

This work begins with identifying the characteristics that govern the target class’s behaviour. To
that end, we used popular feature selection techniques such as RLE, decision tree-based models, and
linear models to identify important features. Finally, variables were chosen based on vote count. A
variable must receive at least 50% of the total votes cast in order to be chosen. That is, if we used all
five techniques, the total number of votes is 5. A variable must have been voted on by three or more
techniques in order to be chosen.

Model Accuracy Using Confusion Matrix

This study relies on a confusion matrix, which is a matrix-based summary of the target class, to predict

model accuracy. This method compares the previously known classes to the ones predicted by the

proposed model. As aresult, it divides the prediction into four categories: true positive (TP), true negative

(TN), false positive (FP), and false negative (FN) (FN). It can be understood with the following example.
Meanings of the terms used are as follows:

TN: Class is negative and predicted as negative.
FN: Class is negative and predicted as positive.
FP: Class is positive and predicted as negative.
TP: Class is positive and predicted as positive.
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Table 1. Confusion Matrix

Predicted Predicted
‘No’ ‘Yes’
Actual ‘No’ (TN) (FN)’
Actual ‘Yes’ (FP) (TP)

Thereby accuracy of the model can be computed by employing the laid down formulae.
Accuracy=predicted correct class/ Total prediction
ie.

TN+ TP

Accuracy =
TN+ TP +FP+FN

Target classes that are accurately predicted are assigned the value of ‘1’ and ‘0’ otherwise. To be
more generalized, values falling in the diagonal are true and the rest of the values are treated as false.
Working of Proposed Model

After preliminary requirement, it follows one of the two paths available. The first path represents
before applying the proposed model, and the other one after applying the proposed model. Each path
comprises four phases that include, applying a machine learning algorithm, output collection, and
result discussion. Phases of the proposed system have been elucidated herein:

Selecting and Loading Dataset

The model begins with loading the target dataset. During this phase, the entire dataset is loaded in
memory. Once the dataset is loaded, other phases follow.

Figure 1. Working of proposed model

Load
Dataset

After applying model
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Preprocessing Phase

Once, the dataset is loaded, preprocessing is applied to clean the data. The complete dataset was not
used for this research, instead, 2000 instances relating to attack categorgy and the same quantity of
non-attack category were selected. During the instance selection, all the instances were offered equal
chance of selection; therefore, instances were selected on a random basis. This phase was common
to both the paths i.e. before applying the proposed model and after applying the proposed model.

Model Application

To work on the dataset, we have identified the important features in our dataset. To this end, prominent
feature selection algorithms including Boruta, RFE, Linear Model, Decision Tree, and GLM were
used. The outcome of feature selection varied from one algorithm to another (Cheng, Bao, & Bao,
2016). Since each algorithm proposed its own set of features thereby we have gathered the outcome
of each method. To arrive at a concrete decision, we have proposed voting based method that selects
the features based on the majority votes.

Data Collection Prior to Model Application

Under this phase, classification-based methods that include Naive Bayes, Tree-based, and SVM were
applied. The outcome of the aforementioned methods was collected for subsequent phase.
Applying the Proposed Model

Once the dataset is loaded and preprocessing is over, we applied our model and reduced the dataset
size. Classification-based algorithms were applied on the reduced datasets to enable them to learn
and predict.

Result Comparison Phase

Once the experiment is conducted, results were collected without applying the proposed model and
after applying the proposed model and results were compared.

Proposed Algorithm Pseudocode

Pseudo code of the algorithm applied has been given herein:
Psuedo code

loadDataset #Load the dataset

Load Library #Load related ‘r’ Library
ApplyFeatureSelectionAlgorithm # Apply Feature Selection
Algorithm

SelectImportantFeatures # Select Important Feature
AssignVote # Assign the vote to
selected variable

CountVote # Count the vote of
variable

DecideWinner # Decide the winner
ReduceDataSetAccordingToImportantFeature #Reduce dataset
by removing redundant features

ApplyAlgorithm # Apply the Algorithm

CollectData # Collect data

ComputeAccuracy # Compute Accuracy of the model
ComputePerformance # Compute performance in terms of time
CompareResult #Compare results before and after

the application of the proposed model



International Journal of Decision Support System Technology
Volume 15 « Issue 1

Table 2. Feature votes assignment and selection based on votes

Features Boruta Rfe LM Random forest GLM Result
Dur 1 0 0 0 0 NS
Sbytes 1 0 1 0 0 NS
Dbytes 1 1 1 0 0 Selected
Sttl 1 1 1 1 1 Selected
Dttl 1 1 1 1 1 Selected
Sload 1 0 1 0 0 NS
Dload 1 1 1 0 1 Selected
Spkts 1 0 1 0 1 Selected
Dpkts 1 1 1 0 0 Selected
Swin 1 0 1 0 0 NS
Dwin 1 0 0 0 0 NS
Stepb 1 0 0 0 0 NS
dtcpb 1 0 0 0 0 NS
trans_depth 1 0 0 0 0 NS
res_bdy_len 1 0 1 0 0 NS
Sjit 1 1 1 0 0 Selected
Djit 1 0 1 0 0 NS
Sintpkt 1 0 1 0 0 NS
Dintpkt 1 0 1 0 0 NS
attack_cat 1 0 0 0 0 NS

RESULTS AND DISCUSSION

Assignment of Votes

After applying feature selection algorithms such as Boruta, RFE, LM, Random Forest, and GLM,
feature selection differs from one algorithm to another. Table 2 presents the results of the feature
selection method. The table indicates that the features chosen by each method vary significantly,
and in order to reach a consensus, there should be a method for selecting the most reliable features.

As aresult, we have introduced the voting-based method to select the variables with the greatest
presence. To that end, a matrix is created that records the votes based on the selection. If the feature
is selected, a ‘1’ vote is assigned; otherwise, a ‘0’ vote is assigned. Following that, votes for each
feature are counted. When the feature receives ‘3’ or more votes, the winner is declared.

To count the votes for a row, the method employed

r n—1

RS, =3 SRC,

i=0 j=0

Where RS is the row sum
‘R’ represents row.
‘n’ represents the last column of a row.
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‘1’ represents the ‘row number.

‘j” represents the column number.

‘C’ represents column.

As aresult, votes are counted and assigned to the appropriate features. A feature with fifty percent
or more votes is considered a winner and will be levelled as such. In the final dataset, only the features
that were victorious were kept, while the rest were removed. Table 2 depicts the selected features in
the undertaken dataset, which include dbytes, sttl, dttl, Dload, Spkts,Dpkts, and Sjit.

Dataset Reduction

In our dataset, all the features are not important instead they are part of the data and increasing the
size of the dataset. Due to the larger size, identifying whether the request is containing anything
malicious needs more time at the same time complexity of the data grows. Thereby, dataset is reduced
by including only those fields that are needed. Eventually, our dataset includes the feature that has
won under the feature selection method.

Performance Comparison

Our primary focus in the performance comparison was latency. We computed the time taken by
each algorithm before and after applying the proposed model. Figure 2 depicts the outcome of both.

Figure 2 shows that all three algorithms have significantly improved in performance. However,
the highest gain was observed in the case of SVM.

Accuracy Comparison

We used a confusion matrix to compare accuracy. Figure 3 depicts the results. According to the
graph, our model’s accuracy has also improved. Again, the major improvement is seen in SVM and
the least in tree-based models.

Figure 2. Outcome performance comparison
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Figure 3. Accuracy comparison before and after applying the model
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CONCLUSION

An intrusion detection system is a solution required to detect and prevent intrusions. Despite extensive
research in this area, a reliable method for detecting attacks with greater accuracy and reliability is
lacking. In a real-time environment, it is difficult for any intrusion detection system to detect a wide
range of attacks with low false alarms. This proposed method proved to be efficient enough to handle
large amounts of data while remaining performant in the deployed environment. Techniques such as
Nave Bayes, decision tree based, and SVM models were used to determine the factors that govern
the behaviour of the target class.

We chose the variables based on the voting mechanism to make our decision. At the same time,
a time efficiency gain distinguishes it from all other existing approaches. As a result, the proposed
method is well suited for use in real time. During the experimentation phase, the proposed method
undoubtedly produced promising results.

Gains in accuracy and time support its implementation in an operational environment. However,
due to a lack of operational infrastructure, the proposed method has not been tested in a real-world
setting. Furthermore, at the time of the experiment, it had not been integrated with intelligent
applications such as intrusion detection. The performance of the proposed method on the operational
server with traffic comparable to that seen in the operational environment remains to be seen. Once
successful in simulated environment, proposed voting-based methods can be included with intrusion
detection system for promising outcome.
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