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ABSTRACT

Improving the quality of education is a challenging activity in every educational institution. Through 
this research paper, a model has been proposed representing the challenges in order to manage the 
trade-off to maintain the philosophy of continuous quality improvement and strict control based on 
higher education institutions (HEIs). Several standards criteria, performance parameters, and key 
performance indicators are studied and suggested for a quality self-assessment approach. After the 
data is collected, the significant features are selected for analysis of data using dedicated gain, which 
are designed by integrating the information gain and the dedicated weight constants. After that, deep 
learning methodologies like regression analysis, the artificial neural network, and the Matlab model 
are used for evaluating the academic quality of institutions. Finally, areas of development have been 
recommended using the probabilistic model to the administrators of the institutions based on the 
prediction made using a deep neural network.
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1. INTRODUCTION

The knowledge sector has observed a fast increase where the universities/colleges strive for global 
presence and inserts the supplementary feature for globalization process. Online educational 
repositories are increasing thereby enhancing the learning platforms due to the advancements in 
the technology (Treasure-Jones et al., 2019) which are significantly demonstrating the impact on 
Higher Education Institutes. Lot of education mining techniques are being used using deep learning 
and artificial intelligence to analyse the education data and predict the performance of students 
in order to improve the Institution achievement and ranking and thereby also enhancing student 
academic achievements (Agrawal & Pandya, 2015). In depth knowledge is needed for the higher 
education institutions to evaluate, assess, plan and make decisions in order to remain competitive 
with other educational institutions. Due to the accumulation of lot of educational data, it had led 
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various researchers and research communities to work on data analytics for predicting the learner’s 
behaviour and formulate performance indicators for optimizing the formulations of policies for 
higher educational institutions (Azcona and Smeaton, 2017;Viberg et al., 2018) ). Thus, a new term 
developed as ‘Educational Data Science’ is the field which explores the educational data in order to 
perform academic analytics, predictive analytics and learning analytics (Piety et al., 2014). 

The Artificial Neural Network (ANN) is the most used methodology in the Educational Data 
Mining (Coelho & Silveira, 2017). Few of the drawbacks of this methodology were removed with 
the emergence of the Deep Learning methodology (Lecun et al., 2015). Deep learning is a branch 
of machine learning where several computational layers enable the model to learn from patterns 
(Wang et al., 2017) or events learning (Nawaz et al., 2012). Not much literature is available for Deep 
Learning ANN’s but research has proved that the Deep Learning is being used in learning analytics 
and is used to evaluate performance of students (Okubo et al., 2017) and assessment of the students 
(Li et al., 2017) in academics. 

Through this research paper, we propose a model for predicting the performance of student 
and helping the higher educational institutions to have an edge over other competitors and improve 
their learning process and performance of the institute. Section 1 gives and introduction about deep 
learning and learning analytics. Section 2 elaborates our objective for our research work and Section 
3 discusses the contribution of the various researchers which has helped us to carry forward our 
research. Section 4 describes the methodology and Section 5 represents the implementation of our 
proposed model through regression analysis, deep learning and Matlab. Section 6 represents the 
results and discussion and Section 7 describes the conclusion for our research work. 

2. PROBLEM STATEMENT AND OBJECTIVE

The factors which act as a predictor for performance of students in higher education institutes using 
ANN has not been studied much by researchers and this research gap has been the main focus area 
of the present study. 

Hence the study was done with following objectives.
The purpose of the research is to study the various aspects of quality, namely commitment of 

Board of Trustees towards quality management, improvement in teaching and learning, mapping of 
stakeholders expectations, and professional development assistance by affiliating university. The basic 
purpose of the research is to predict the academic quality of institutions using deep neural network, 
and to improve the areas using probabilistic based recommendation model.

This research has contributed to the knowledge in area of ANN, but there are several limitations of 
this study which should be kept in mind when interpreting the findings, The study has been conducted 
on students of 10 universities and colleges in Oman and thus generalization of the findings should 
be done with caution. It is also suggested to have further empirical investigation to establish whether 
the constructs in the proposed model vary across countries and types of higher education institutes.

3. RELATED WORK

Learning analytics is the area related to prediction in academics which can thereby focus on students 
or higher education institutes. The data is gathered, assembled, examined and analyzed for information 
of students and higher education institutes in learning analytics in order to understand the overall 
learning environment and optimizing the performance of students and institute (Siemens & Long, 
2011). It helps the higher education institutions in assessing their academic performance, framing 
and formulating strategies and policies and helps in effective decision making (Leitner et al., 2017). 
Learning analytics in higher education focuses on predicting academic growth of institutions, predicting 
student’s performance, reducing attrition rate and formulating policies which help in increasing the 
stability of the institution. Thus, synonyms to Learning analytics would be Educational analytics 
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and Academic Analytics. Deep learning and machine learning along with Artificial Intelligence 
help in performing prediction analysis of students learning, teaching methodologies and thereby use 
the educational repositories to extract all the meaningful information by generation of patterns and 
graphs which can help the management of higher educational institutions to make effective decisions. 

Deep learning methodologies along with data mining techniques are being used to predict the 
performance of students and help in identifying the weak students and also help the students in their 
future growth (Hussain et al., 2019). Bendangnuksung & Prabu (2018) proposed a model using 
deep neural network to identify the weak students who may fail in examination in order to help them 
provide extra classes and improve their performance. Similarly, earlier educational data mining was 
done on historical and operational data of higher education institutions to help them in assessing, 
evaluating the policies of the institute and lend a hand in decision making process (Beikzadeh & 
Delavari, 2004; Aher & Lobo, 2011) also suggested the use of data mining for prediction analysis 
in education institutions. Zohair (2019) has studied the possibility of training and modeling a small 
dataset size and the feasibility of creating a prediction model with credible accuracy rate. Faculty 
consultation is a key influencer predictor for performance of students in higher education institutes. 
In recent studies investigating predictors for student performance (Rivas et al., 2021; Kaur & Vadhera, 
2021) it has been seen that faculty consultation is a key factor affecting the performance.

The method and models proposed by various researchers takes information about different 
aspects which are responsible towards the building of a progressive institute and performs regressive 
analysis and goes through deep learning to bring out what is necessary and how it should be executed. 
Regression analysis being one of the tools to depict relationship between variables is considered the 
primary factor for implementation of deep learning methodologies (Sykes, 1993). Regression analysis 
is basically used for statistical analysis (Freund et al., 2006). Deep learning utilizes a large data set 
and represents the data in different levels of abstraction (Lecun et al., 2015). (Deng & Yu, (2013) 
and Deeley (2014) have used the deep learning techniques to calculate the employability skills of 
students enrolled in an institution. The influential selected variables in each of the Regression-model 
are further processed in Artificial Neural Network (Yegnanarayana, 2012); (Hassoun, 1995); (Naser, 
2012) modelling through R-program (Matloff, 2011). After the analysis each of these variables form 
a node in the neural network that is processed in the Neural Network model through R-program. The 
first analysis is through the training model and a part of data set has been considered for the analysis 
during the training and testing of the model. The weightages given by the neural network model, 
to the influential input variables that predict the outcomes of factor analysis, impacts the academic 
quality of higher institutes (Aggarwal, 2018; Schmidhuber, 2014). This brings out the role of deep 
learning and we proceed to the MATLAB functions.

Matlab tool for carrying out numerical computations which is beneficial for universities and 
education institutions (Higham & Higham, 2016). R- Tool is another tool which is used for facilitating 
the used of datga mining algorithms such as neural networks n classification and regression analysis 
(Cortez, 2010). The MATLAB functionality plays a vital role in the proposed system (Hingham & 
Hingham, 2016; Kim, 2017). The Linear Regression for multiple variables has been used to train the 
models and test each model with the test dataset that has not been passed to the application earlier. 
This helped in getting the full statistics of a new dataset after an optimised training model has been 
developed. The trained models were optimised with the PCA, “Principal Component Analysis” 
and also the Feature Selection options. The best result model was selected for the testing procedure 
and statistics reported in the analysis. The high coefficient predictors of the regression model were 
processed as the input nodes in Artificial Neural Networks for building the model with training and 
then improving the performance, to reduce the error and increase the acceptability factor, similar to 
R-Squared (Craven & Shavlik, 1997). These methods are also applicable in various fields such as 
online tutorials, enhancement techniques for different organizations (Clare, 2007; Campagni et al., 
2015; Tam et al., 2012; Gaudioso & Méndez, 2005).



International Journal of Information Retrieval Research
Volume 12 • Issue 1

4

4. METHODOLOGY

The research is based on empirical research. The survey was conducted among students of 10 
universities and colleges in Oman. Convenience sampling was used as sampling tool for collecting 
the data. The data was collected from structured questionnaire having Likert scale. 420 responses 
were received out of which 350 responses were found suitable for analysis after scrutiny.

The primary intention of this research is to design and develop an approach for accessing quality 
of academic performance of students in technical education based on deep learning model. Thus, an 
integrative approach was designed and developed using deep neural networks for evaluating academic 
quality. In order to develop an integrative framework, the service quality parameters related to 
academic activities are collected from the students, alumni, parents and recruiters of various technical 
institutions. Accordingly, the questionnaire shared with all the stakeholders comprises of various 
items, like maximum learning time, extra academic activities, practical orientation in education, 
prompt service of the supporting staff, as like the detailed parameters given below are prepared and 
data with respect to these parameters are collected. 

The important parameters considered in the questionnaire include:

•	 Maximum learning time
•	 Extra academic activities
•	 Practical orientation in education
•	 Prompt service of the supporting staff
•	 Effective classroom management
•	 Faculty available regularly for students’ consultation

Initially, the data is gathered, and the significant feature components are chosen by the dedicative 
gain, which shall be newly designed by integrating the information gain with the dedicative weight 
constants. Then, deep neural network is modelled to evaluate the academic quality of institutions. At 
last, areas of development can be recommended through the probabilistic model to the administrators 
of the institutions based on the prediction made.

4.1 Design of Questionnaire
The questionnaire designed has been classified into two important factors – Internal Factors and 
External Factors. A sample size of 10 academic institutes was considered for our research. In internal 
factors, location, maximum learning time, extra academic activities, practical orientation in education, 
fee structure, recommendations of teachers / counsellors, course offered, course load/credits, college 
infrastructure, international collaborations, hostel facilities, advertisement , prompt service of the 
supporting staff, effective classroom management, faculty available regularly for students’ consultation, 
college website, career growth prospects, college placements (including training-related opportunities) 
are considered. 

In the external factors, international certification, word-of-mouth, scholarship and/or sponsorship, 
alumni feedback, employer feedback and Job placement are considered.

The variables selected belong to one of the two factors, Internal or External. All of these are 
directly or indirectly influencing the academic quality of the Higher Institutions. A very close 
relationship between the factors and nature of the variables has been observed with regards to the type 
of variables. Any prediction model needs to have an “Outcome” as a result of model based on “Inputs”.

The inputs are the “Independent” variables that are directly in control and are the “Predictors” 
or the “Influencers”. The independent variables are called as such because independent variables 
predict or forecast the values of the dependent variable in the model. 
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The output variable of the model, is the ones that is not directly in the control, rather is the result. 
The “dependent” variables refer to that type of variable that measures the response of the independent 
variable(s) on the test units. The dependent variables are named as such because they are the values 
that are predicted or assumed by the predictor / independent variables.

Considering the nature of questionnaire and an initial analysis gave insights as to which factors are in 
control (Internal) and which are not in control (External). Taking this forward, a correlation and co-variance 
was done for each of the variables to confirm their categories of either being an “Independent” or “Dependent”.

•	 15 variables from Internal factors gave a high to medium correlation & covariance to confirm 
as their selection as “Independent” variables.

•	 4 variables from External factors were more output and result oriented indicating their selection 
as “Dependent” variables.

The details of the number of variables from each category are mentioned in Table 1. The questions 
of the students, parents and faculty questionnaire were matched to the above listed variables. 

Multiple regression has been used to predicted value of dependent variable based on the 15 
selected independent variables in R-tool. ANN and Matlab has been used to train the data so as to 
build a good training model for better results. R and Matlab has been used simultaneously to validate 
the results of the training model.

Table 1. Variable for Internal and External Factors

Factors Type of Variables R_Label Name Variables

Internal Independent LT Location_Transport

Internal Independent LRT Learning_Time

Internal Independent EC Extra_curricular

Internal Independent PO Practical Orientation

Internal Independent CO Courses_offered

Internal Independent CF Credit_feedback

Internal Independent II Institute_Infrastructure

Internal Independent HF Hostel_facilities

Internal Independent IA Institute_Advertisements

Internal Independent CM Classroom_management

Internal Independent FC Faculty_consultation

Internal Independent EP Exhibition_participation

Internal Independent IW Institute_Website

Internal Independent CG Career_Growth

Internal Independent FS Fee_Structure

External Dependent PLM Job_Placement

External Dependent IS International_Status

External Dependent SS Scholarship & Sponsorship

External Dependent RF Reference & Feedback
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5. IMPLEMENTATION

The objective of deriving a prediction model for the “Academic Quality”, has been tried using different 
methodologies. The 4 dependent variables - International Status, Scholarship & Sponsorship, Reference 
& Feedback and Job Placement are considered for prediction analysis:

•	 The first variable International Status is related to all parameters of “International External factor”. 
This is one of the Key output variables that strongly relates to the “Quality of Academics of 
Higher Education Institutes”. This variable reflects the International Positioning of the institutes.

•	 Scholarship & Sponsorship output variable strongly relates to the “Quality of Academics of Higher 
Education Institutes”. This variable considers the Scholarships & Sponsorships to students of the 
institutes. It considers the recommendations and feedbacks of students, alumni, parents & teacher.

•	 Reference and Feedback is one of the Key output variable that strongly relates to the “Quality of 
Academics of Higher Education Institutes”. This variable considers the recommendations and 
feedbacks of students, alumni, parents & teachers.

•	 Job Placement “PLM” is an output variable that strongly relates to the “Quality of Academics of 
Higher Education Institutes”. This variable considers the job and training opportunities for students.

Firstly, prediction has been done based on “Multiple Regression”. Multiple regression is an 
extension of simple linear regression. It is used when we want to predict the value of a variable 
based on the value of two or more other variables. Thus, we have identified the “Independent” and 
“Dependent” variables. The value of dependent variable will be predicted based on the 15 selected 
independent variables in R-tool. The result will give us a simple model to check the relationship of 
independent and dependent variables through the outputs. Multiple regression will also help determine 
the overall fit of the model and the relative contribution of each of the predictors selected through 
their coefficient outputs.

Based on the multiple regression output, we would be able to analyse the influence of the variables 
and the ones which do not contribute in an acceptable weight, would be rejected. As there are four 
dependent variables, there are four predicted models with each one having the same set of 15 variables. 
Every model has selected the key variables with their relevant weightages give as “Coefficients” by 
the R-programming technique. The Key outputs analysed through the regression model are explained. 
These statistics help to figure out how well a regression model fits the data. Based on these output 
statistics, a model could be accepted or rejected.

Secondly, we have used deep learning which is an artificial intelligence function that imitates 
the workings of the human brain in processing data and creating patterns for use in decision making. 
Deep learning, a subset of machine learning, utilizes a hierarchical level of artificial neural networks 
to carry out the process of machine learning. The artificial neural networks are built like the human 
brain, with neuron nodes connected together like a web. While traditional programs build analysis 
with data in a linear way, the hierarchical function of deep learning systems enables machines to 
process data with a nonlinear approach. The power of neural networks lies in their ability to handle 
non-linear data relationships. They are able to create relationships and patterns between variables that 
would prove impossible or too time-consuming for human analysts. Deep learning learns from vast 
amounts of unstructured data that would normally take humans decades to understand and process.

Lastly, The data set with same set of Independent and Dependent variables, has been partitioned 
for training and test to be modelled in Matlab, using the Multiple Linear Regression algorithm. The 
training and test data have been partitioned in 70:30 ratio so as to build a good training model for 
better results. The 70% dataset was trained and optimised to build four different models for the four 
selected output or dependent variables. All the models had same set of 15 independent variables or 
the “predictors”.
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5.1 Regression Analysis
Multiple regression analysis is done on the 4 dependent variables - International Status, Scholarship 
& Sponsorship, Reference & Feedback and Job Placement. R-Tool is used for prediction analysis. 
The statistical summary for the 4 dependent variables is explained in the next sections. 

5.1.1 International Status
The model design is based on IS (International Status) as a dependent variable “Y”, that is predicted 
based on the 15 independent variables in R-program for multiple regression. All 15 independent 
variables were put in the regression model and based on the significance, “0 ‘***’ 0.001 ‘**’ 0.01 
‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1”. Green marked variables with asterisks, in the R-output for IS as dependent, 
have been selected by the model as influencing input parameters as shown in Figure 1. The lower 
the significant code value, higher is the percentage of the influence. The six selected independent 
variables as below:

•	 CO: Courses Offered
•	 CF: Credit Feedback
•	 HF: Hostel Facility
•	 IA: Institute Advertisement
•	 FC: Faculty Consultations
•	 CG: Career Growth

Three of the variables, “Courses Offered”, “Hostel Facility” and “Institute Advertisement” from 
Internal factors are showing approximately 20% each weightage on International Status. 

5.1.2 Scholarship and Sponsorship
The model design is based on SS (Scholarship & Sponsorship) as a dependent variable “Y”, that 
is predicted based on the 15 independent variables in R-program for multiple regression. All 15 
independent variables were put in the regression model and based on the significance, “0 ‘***’ 

Figure 1. Significant code for International Status
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0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1”. Green marked variables with asterisks, in the R-output for SS 
as dependent, have been selected by the model as influencing input parameters as shown in Figure 
2. The lower the significant code value, higher is the percentage of the influence. The seven selected 
independent variables as below:

•	 LT: Location & Transport
•	 LRT: Learning Time
•	 PO: Practical Orientation
•	 CO: Courses Offered
•	 CF: Credit Feedback
•	 FC: Faculty Consultations
•	 FS: Fee Structure

The most significant variable, Faculty Consultation, “FC” has almost 100% significance as 
an influencing variable. The weightage of FC variable is the highest at 43%. The others from 6 
selected are Courses Offered “CO” at 36% and Learning Time “LRT” at 23%. The variable Practical 
Orientation “PO” is giving a negative impact of 39%, which is being ignored, as an outlier due to 
possible ambiguity around the survey questionnaire. 

5.1.3 Reference and Feedback
The model design is based on RF (Reference & Feedback) as a dependent variable “Y”, that is predicted 
based on the 15 independent variables in R-program for multiple regression. All 15 independent 
variables were put in the regression model and based on the significance, “0 ‘***’ 0.001 ‘**’ 0.01 
‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1”. Green marked variables with asterisks, in the R-output for RF as dependent, 
have been selected by the model as influencing input parameters as shown in Figure 3. The lower 
the significant code value, higher is the percentage of the influence. The five selected independent 
variables as below:

•	 EC: Extra Curricular Activities
•	 CO: Courses Offered

Figure 2. Significant code for Scholarship and Sponsorship
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•	 FC: Faculty Consultations
•	 CG: Career Growth
•	 FS: Fee Structure

The most significant variable, Career Growth, “CG” has almost 100% significance as an 
influencing variable. The weightage of CG variable is the highest at 21%. The others from 5 selected 
are Faculty Consultation “FC” at 17% and Courses Offered “CO” at 15%. The variable Extra Curricular 
Activities “EC” is giving a negative impact of 11%, which is being ignored, as an outlier due to 
possible ambiguity around the survey questionnaire. 

5.1.4 Job Placement
The model design is based on PLM (Job Placement) as a dependent variable “Y”, that is predicted 
based on the 15 independent variables in R-program for multiple regression. All 15 independent 
variables were put in the regression model and based on the significance, “0 ‘***’ 0.001 ‘**’ 0.01 
‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1”. Green marked variables with asterisks, in the R-output for PLM as dependent, 
have been selected by the model as influencing input parameters as shown in Figure 4. The lower 
the significant code value, higher is the percentage of the influence. The three selected independent 
variables as below:

•	 LRT: Learning Time
•	 FC: Faculty Consultations
•	 CG: Career Growth

The most significant variable, Faculty Consultation “FC” has almost 99.9% significance as an 
influencing variable. The weightage of FC variable is the highest at 30%. The others from 3 selected 
are Learning Time “LRT” at 27% and Career Growth “CG” at 14%. 

Figure 3. Significant code for Reference and Feedback
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5.2 Deep Learning
The influential selected variables in each of the Regression-model are further processed in Neural 
Network modelling through R-program. The Feedforward technique of data flow direction is from 
input nodes to the output nodes through the hidden layers, inserted to enhance the model performance. 

Model construction method:

1. 	 Input layers: Layers that take inputs based on existing data. 
2. 	 Hidden layers: Layers that use backpropagation to optimise the weights of the input variables 

in order to improve the predictive power of the model.
3. 	 Output layers: Output of predictions based on the data from the input and hidden layers.

5.2.1 International Status
The input nodes here are the factors that have a high significance and influence on the dependent 
variable, “International Status” which impacts the academic quality of the Higher Institutions. These 
six selected factors through multiple regression are as below:

•	 CO: Courses Offered
•	 CF: Credit Feature
•	 HF: Hostel Facility
•	 IA: Institute Advertisement
•	 FC: Faculty Consultations
•	 CG: Career Growth

Each of these variables form a node in the neural network that is processed in the Neural Network 
model through R-program. The first analysis is through the training model and a part of data set has 
been considered for the analysis during the training and testing of the model.

Figure 4. Job Placement
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The weightages given by the neural network model, to the influential input variables that predict 
the outcome of IS, impacting the academic quality of higher institutes, is shown in Table 2. The top 
three variables are “IA”, “FC” and “CG”.

The Figure 5 represents the number of Training steps and an error measure called the SUM OF 
SQUARED ERRORS (SSE), which is the sum of the squared differences between the predicted and 

Table 2. Weightage for International Status

Figure 5. Sum of Squared Errors for International Status
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actual values. The lower the SSE, more closely the model conforms to the training data, which tells 
about performance on the training data. The iteration process in this model involved 119 steps to give 
the error of 0.332969, approximately 33%.

After improving the performance of the model as shown in Figure 6, the SSE has been reduced 
from 0.33 to 0.29. Additionally, the number of training steps rose from 119 to 363. Applying the 
same steps to compare the predicted values to the true values, we now obtain a correlation around 
0.5428797. The correlation more or less remained similar but the error value reduced.

5.2.2 Scholarship and Sponsorship
There are effectively seven outputs in Multiple Regression model and we have ignored the one with 
negative impact due to possible ambiguity in the survey question. In addition we have included two 
more variables that have over 10% impact, Institute Infrastructure “II” and Classroom Management 
“CM”. These eight factors, ignoring the negative impact factor, were selected for the inputs of 
Neural Network:

•	 LT: Location & Transport
•	 LRT: Learning Time

Figure 6. Sum of Squared Errors after improved performance for International Status
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•	 CO: Courses Offered
•	 CF: Credit Feature
•	 FC: Faculty Consultations
•	 FS: Fee Structure
•	 II: Institute Infrastructure
•	 CM: Classroom Management

Each of these variables form a node in the neural network that is processed in the Neural Network 
model through R-program. The first analysis is through the training model and a part of data set has 
been considered for the analysis during the training and testing of the model.

The weightages given by the neural network model, to the influential input variables that predict 
the outcome of SS, impacting the academic quality of higher institutes, is shown in Table 3. We see 
that there are many predictors that have a negative relationship with the output variable through this 
weight analysis of neural network. Learning Time “LRT” and Courses Offered “CO” have a high 
absolute value but with a negative relationship. The dataset of the sample is small for doing any 
further deep analysis into this. We could either ignore the relationship and consider the absolute 
value of these parameters or just discard them in further consideration. Depending on these features 
commonality with other dependent variable, we should take the decision. The bold highlighted 
features have significant positive impact.

As shown in Figure 7, the SSE, the iteration process in this model involved 251 steps to give 
the error of 0.320839, approximately 32% and on improving the performance of the model, SSE has 
been reduced from 0.32 to 0.23 as shown in Figure 8. Additionally, the number of training steps rose 
from 251 to 369. Applying the same steps to compare the predicted values to the true values, we now 
obtain a correlation around 0.5572707.

5.2.3 Reference and Feedback
The five selected factors through multiple regression are given below. Extra-Curricular Activities have 
got a negative relationship as per the output of Regression model. Hence eliminating this variable 
from the input list of this dependent:

•	 EC: Extra Curricular Activities
•	 CO: Courses Offered
•	 FC: Faculty Consultations
•	 CG: Career Growth
•	 FS: Fee Structure

Table 3. Weightage for Scholarship and Sponsorship
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Each of these variables form a node in the neural network that is processed in the Neural Network 
model through R-program. The first analysis is through the training model and the part of data set 
has been considered for the analysis during the training and testing of the model.

The weightages given by the neural network model, to the influential input variables that predict 
the outcome of RF, impacting the academic quality of higher institutes, are shown in Table 4. The top 
two from these, we have “FC” and “CG” with very high weightage when the Reference & Feedback 
output is being considered for the academic quality.

As shown in Figure 9, the SSE, the iteration process in this model involves 497 steps to give 
the error of 0.412407, approximately 41%. and on improving the performance of the model, SSE 
has been reduced from 0.412407 to 0.338132 23 as shown in Figure 10. In this case, the number 
of training steps reduced from 497 to 212. In this model, correlation value is not giving the desired 
acceptable result. This certainly could be further analysed with some changes in the input variables 
and doing few more iterations.

5.2.4 Job Placement
The three selected factors through multiple regression and one more “II” with coefficient of 0.158422 
are inputs for neural network:

Figure 7. Sum of Squared Errors for Scholarship and Sponsorship
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Figure 8. Sum of Squared Errors after improved performance for Scholarship and Sponsorship

Table 4. Weightage for Reference and Feedback
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•	 LRT: Learning Time
•	 FC: Faculty Consultations
•	 CG: Career Growth
•	 II: Institute Infrastructure

Each of these variables form a node in the neural network that is processed in the Neural Network 
model through R-program. The first analysis is through the training model and a part of data set has 
been considered for the analysis during the training and testing of the model.

The weightages given by the neural network model, to the influential input variables that predict 
the outcome of PLM, impacting the academic quality of higher institutes, as shown in Table 5. From 
the table, we see that three out of four inputs have weightage in a negative relation. The only positive 
relation input is Career Growth “CG”.

As shown in Figure 11, the SSE, the iteration process in this model involved 183 steps 
to give the error of 0.524, approximately 52%and on improving the performance of the 
model, SSE has been reduced from 0.524 to 0.509908 as shown in Figure 12. The number of 
training steps decreased from 183 to 100. Applying the same steps to compare the predicted 
values to the true values, we now obtain a correlation around 0.4488912. The correlation 
slightly increased.

Figure 9. Sum of Squared Errors for Reference a Feedback
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5.3 Matlab Model
The Linear Regression for multiple variables has been used to train the models and test each model 
with the test dataset that has not been passed to the application earlier. This helped in getting the full 
statistics of a new dataset after an optimised training model has been developed. The trained models 
were optimised with the PCA, “Principal Component Analysis” and also the Feature Selection options. 
The best result model was selected for the testing procedure and statistics reported in the analysis.

Figure 10. Sum of Squared Errors after improved performance for Reference and Feedback

Table 5. Weightage for Job Placement
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Figure 11. Sum of Squared Errors for Job Placement

Figure 12. Sum of Squared Errors after improved performance for Job Placement
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5.3.1 International Status
In training the model, the dataset was run for three scenarios, the normal Linear training, the training 
with PCA and training with Feature selection. Three different set of statistics were reported with 
improved performance as shown in Figure 13.

As we observe from the statistics that the iterations of training to improve the model performance 
has increased the R-Squared value from 0.55 to 0.58. First the normal dataset was trained, then the 
PCA was enabled and it marginally improved by 1% and then finally, few combinations of Feature 
selection was done to get the best R-Squared probability rate at 58% and this model was selected for 
testing the data for prediction.

Once the model has been trained and optimised, a new data set needs to be passed through the 
model for prediction. This test data set has been created by 30% partitioned data. The highest value of 
R-Squared model optimised during training process has been selected for the test data for prediction. 
The Prediction model was tested on the optimised trained model with 0.58 R-Squared value, loaded 
with the test dataset and the “fitlm” command displayed the below statistics for prediction model. 
The Predicted model gave a similar response with R-Squared value of 0.577 and a good acceptable 
p-value of 0.0000464 as shown in Figure 14. This shows that the model has 57.7% probability of 
successful prediction with data in future.

From the prediction statistics above, three key influencer predictors with high coefficients and 
acceptable p-values are:

•	 Learning Time – Coefficient 0.6484 and p-value 0.0086463
•	 Courses Offered - Coefficient 0.5327 and p-value 0.046497
•	 Faculty Consultation - Coefficient 0.39982 and p-value 0.010676

Another variable, Classroom Management with coefficient 0.20496 may be influencing but with 
a p-value of 0.15483 can be ignored and is not considered as a significant predictor.

5.3.2 Scholarship and Sponsorship
In training the model for “Scholarship & Sponsorship” output variable, the dataset was run for 
multiple scenarios for normal Linear training, training with PCA and training with Feature selection. 
The two outputs selected for further analysis are Normal Linear trained model and Model with PCA 
as shown in Figure 15.

The R-Squared Value increased from 0.35 to 0.39, an increase of model acceptability by 4%. 
Other training iterations for improving performance did not show significant improvement in the 
R-Squared value. The model for testing for prediction has been selected with R-Squared value of 0.39.

Once the model has been trained and optimised, a new data set needs to be passed through the 
model for prediction. This test data set has been created by 30% partitioned data. The highest value of 
R-Squared model optimised during training process has been selected for the test data for prediction. 

Figure 13. Statistics of Training Model for International Status
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The Prediction model was tested on the optimised trained model with 0.39 R-Squared value, loaded 
with the test dataset and the “fitlm” command displayed the below statistics for prediction model. 
The Predicted model gave a very high response with R-Squared value of 0.594 as compared to 0.39 
in trained model as shown in Figure 16. A good acceptable p-value of 0.0000207. This shows that 
the model has 59.4% probability of successful prediction with data in future.

From the prediction statistics above, four key influencer predictors with high coefficients and 
average acceptable p-values are:

•	 Location Transport – Coefficient 0.26368 and p-value 0.078498
•	 Practical Orientation - Coefficient -0.39564 and p-value 0.056565
•	 Faculty Consultation - Coefficient 0.39982 and p-value 0.010676
•	 Fee Structure - Coefficient 0.26435 and p-value 0.02604

Variable, Institute Infrastructure with coefficient 0.28264 may be influencing but with a p-value 
of 0.24794 can be ignored and is not considered as a significant predictor. Another variable, Practical 

Figure 14. Regression Statistics for International Status
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Orientation has a high negative coefficient and acceptable p-value. This can be taken into consideration 
if it plays an important role for the Organisation.

5.3.3 Reference and Feedback
In training the model for “Reference & Feedback” output variable, the dataset was run for multiple 
scenarios for normal Linear training, training with PCA and training with Feature selection. The 
three outputs selected for further analysis and the model with highest R-Squared value was used for 
test data and prediction as shown in Figure 16.

The R-Squared Value increased from 0.34 in Normal Linear to 0.36 in Linear with PCA and finally 
to 0.39 in Linear with Feature Selection, an increase of model acceptability by 5%. Other training 
iterations for improving performance did not show significant improvement in the R-Squared value. 
The model for testing for prediction has been selected with R-Squared value of 0.39.

Once the model has been trained and optimised, a new data set needs to be passed through the 
model for prediction. This test data set has been created by 30% partitioned data. The highest value of 
R-Squared model optimised during training process has been selected for the test data for prediction. 
The Prediction model was tested on the optimised trained model with 0.39 R-Squared value, loaded 

Figure 15. Regression Statistics for Scholarship and Sponsorship
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with the test dataset and the “fitlm” command displayed the below statistics for prediction model. 
The Predicted model gave a very high response with R-Squared value of 0.558 as compared to 0.39 
in trained model. A good acceptable p-value of 0.000111 as shown in Figure 18. This shows that the 
model has 55.8% probability of successful prediction with data in future. 

From the prediction statistics above, four key influencer predictors with high coefficients and 
average acceptable p-values are:

Figure 16. Statistics of Training Model for Reference and Feedback

Figure 17. Regression Statistics for Reference and Feedback
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•	 Institute Website – Coefficient 0.22703 and p-value 0.029531
•	 Career Growth - Coefficient 0.14 and p-value 0.0022889
•	 Fee Structure - Coefficient 0.16212 and p-value 0.085112
•	 Hostel Facilities - Coefficient -0.37922 and p-value 0.065372

Variable, Hostel Facilities has a high negative coefficient and average acceptable pvalue. This 
can be taken into consideration if it plays an important role for the Organisation.

5.3.4 Job Placement
training the model for “Job Placement” output variable, the dataset was run for multiple scenarios 
for normal Linear training, training with PCA and training with Feature selection. The three outputs 
selected for further analysis and the model with highest R-Squared value was used for test data and 
prediction as shown in Figure 18.

The R-Squared Value increased from 0.30 in Normal Linear to 0.37 in Linear with PCA and 
finally to 0.43 in Linear with Feature Selection, an increase of model acceptability by 13%. Multiple 
training iterations kept increasing the R-Squared value till max of 0.43 was reached. The model for 
testing for prediction has been selected with RSquared value of 0.43.

Once the model has been trained and optimised, a new data set needs to be passed through the 
model for prediction. This test data set has been created by 30% partitioned data. The highest value of 
R-Squared model optimised during training process has been selected for the test data for prediction. 
The Prediction model was tested on the optimised trained model with 0.43 R-Squared.

value, loaded with the test dataset and the “fitlm” command displayed the below statistics for 
prediction model. The Predicted model gave a similar response with R-Squared value of 0.441 as 
compared to 0.43 in trained model as shown in Figure 19. An acceptable p-value of 0.00768. This 
shows that the model has 44.1% probability of successful prediction with data in future. 

From the prediction statistics above, only one key influencer predictors with high coefficients 
and acceptable p-values has been reported on this output variable.

•	 Faculty consultation – Coefficient 0.4287 and p-value 0.057839

There are other predictor variables with high coefficients but the p-values are not in the acceptable 
range. However, based on Organisation’s preferences, these variables can also be considered for 
improvements:

•	 Location Transport - Coefficient 0.22056 and p-value 0.23097
•	 Classroom management - Coefficient 0.20745 and p-value 0.32327
•	 Exhibition Participation - Coefficient 0.22463 and p-value 0.22307

Figure 18. Statistics of Training Model for Job Placement



International Journal of Information Retrieval Research
Volume 12 • Issue 1

24

6. RESULT AND DISCUSSION

The predictive final analysis was done comparing the Machine Learning Regression (MLR) model 
and the Hybrid model of Regression and Artificial Neural Network (ANN). The high coefficient 
predictors of the regression model were processed as the input nodes in ANN for building the model 
with training and then improving the performance, to reduce the error and increase the acceptability 
factor, similar to R-Squared. All the four models were evaluated to measure the accuracy, comparing 
the calculated value of coefficient of determinant also known as R-Squared. Higher the value of 
R-squared, the more acceptable forecasts are related to the actual data. The comparison has been 
done with R-Squared value of Regression and the Correlation value of ANN, which gives a similar 
explanation. R-Squared value indicates the probability of success of future predictions and Correlation 
value indicated how close the predictions are to the true values. Correlation values are also analysed 
together with the error rate generation after the performance evaluation has been done by introducing 
more hidden layers.

Multilinear Regression test was done on same set of variables on the same sample dataset in 
Matlab Tool to compare the results. A comparative output is as shown in the Table 6.

Figure 19. Regression Statistics for Job Placement
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7. FINDINGS AND CONCLUSION

The findings as evident from the data suggests that faculty consultation is a key influencer predictor 
for performance of students in higher education institutes. This finding is similar to the findings 
reported by studies investigating predictors for student performance (Rivas et al., 2021; Kaur & 
Vadhera, 2021). The study has also found that class room management and exhibition participation 
also act as predictor for academic performance of students

For predictive analytics models to be successful at predicting outcomes, there needs to be a huge 
sample size representative of the population. If datasets are smaller than the predictive analytics models 
will be unduly influenced by anomalies in the data, which will distort findings. For this research, the 
data set is relatively small, hence the model prediction accuracy of 50 percent average is a fair value 
to consider the influencing factors and focus on the improvement areas. The Analysis has been done 
on sample data following the procedure of data cleaning, compilation, comparison, transformation, 
and running through different Machine Learning algorithms. The statistics of the algorithms have 
been further analysed and reported on the output values.

The future will see predictive analytics models play an integral role in every business. These 
models may not be perfect but they do offer immense value to organisations. With predictive analytics, 
organisations have the opportunity to take action proactively in a variety of functions.

Table 6. Final Prediction Statistics using Deep Learning Algorithms

R-Squared (R-Program) ANN Correlation R-Squared (Matlab)

International Status 0.5359 0.5428 0.577

Scholarship & Sponsorship 0.4745 0.5572 0.594

Reference & Feedback 0.4403 0.2891 0.558

Job Placement 0.4279 0.4488 0.441
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