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ABSTRACT

An autonomous robot is now an internationally discussed topic to ease the life of humans. Localization
and movement are two rudimentary necessities of the autonomous robots before accomplishing any
job. So, many researchers have proposed methods of localization using external tools like network
connectivity, global positioning system (GPS), etc. However, if these tools are lost, either the movement
will be paused, or the robot will be derailed from the actual mission. In these circumstances, the
authors propose an approach to localize an autonomous robot in a specific area using the given set
of images without external help. The image database has been prepared and kept in the internal
memory of robot so that image matching can be done quickly. The localization method has been
accomplished using three algorithms: (1) SURF, (2) ICP-BP, and (3) EMD. In the evaluation, SURF
has been found better than ICP-BP and EMD in terms of accuracy and elapsed time. The authors
believe that the proposed method will add value to other methods using some external tools even
when those tools are unavailable.
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INTRODUCTION

Geo-localization is the identification of the real-world geographic location of an object. It is closely
related to geographic coordinate positioning systems such as a radar source, mobile phone, Internet
connected computer terminal, autonomous robot or any kind of automatically moving objects.
Internet and computer-based geo-localization can be accomplished by associating a geographic
location with the Internet Protocol (IP) address, MAC address, RFID, hardware embedded article/
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production number, embedded software number, Wi-Fi positioning system, device fingerprint, canvas
fingerprinting, device’s GPS coordinates, or some self-disclosing information (Holdener & Anthony,
2011; Haque et al., 2013).

Autonomous robots, just like humans, also have the ability to make their own decisions and then
perform an action accordingly. A truly autonomous robot is one that can perceive its environment,
make decisions based on what it perceives and/or has been programmed to recognize and then actuate
a movement or manipulation within that environment (“Autonomous Robots”, 2020). Geo-localizing
the current position of autonomous robot is a significant issue because the robot needs to know its
current location before any movement within a reasonable time-frame.

Many prospective researchers have proposed different methods for the geo-localization of an
autonomous robot using Radio Frequency (RF), GPS, Internet, laser system, ultrasonic sensor,
landmarks, skylines etc. A detailed overview of these relevant papers is given below.

In 1995, Magee & Aggarwal (1995) presented a computationally straightforward method for
determining location of camera that is mounted on a robot. The positioning of robot from sensor
data was proposed by Burgard, Fox, and Thrun (1997). This approach provides logical criteria for
(i) setting the robot’s motion direction (exploration), and (ii) determining the pointing direction of
sensors to efficiently localize a robot. A low-cost strategy for localization was proposed by utilizing
a Kalman filter operating on sensors’ data for estimating the position and orientation of robot (Goel,
Roumeliotis, & Sukhatme, 1999).

Han, Lee, and Hashimoto (2000) offered an approach by using binocular stereo vision to control
the position and orientation of a robot. This method works for SCARA (Selective Compliance
Assembly Robot Arm or Selective Compliance Articulated Robot Arm) robot manipulator. Another
localization method was proposed by Yun, Lyu, and Lee (2006) which utilize the external monitoring
camera information for the indoor environment. Two methods for simultaneous localization and
mapping for both outdoor and indoor environments were described by Berrabah and Bedkowski
(2008). The first method (Berrabah & Bedkowski, 2008) is a feature-based algorithm that combines
geo-referenced images to localize robot in user-defined global coordinates frame. The second method
(Berrabah & Bedkowski, 2008) works in indoor environment and robot uses a laser range finder to
build an occupancy grid map in its navigation area.

A localization method using the Matrix Pencil (MP) algorithm for hybrid detection of the Direction
of Arrival (DOA) and Time of Arrival (TOA) was presented in (Trinh et al., 2012). Huang, Tsai, &
Lin (2012) published two techniques for mobile robot localization for the indoor environment. At
first, they (Huang et al., 2012) use the images of the markers attached on the ceiling with known
positions to calculate the location and orientation of the robot. Secondly (Huang et al., 2012), an
RGB-D camera mounted on the robot is adapted to acquire the color and depth of images of the
environment. A real-time 3D localization and mapping approach for the USAR (Urban Search and
Rescue) robotic application was proposed by Bedkowski, Maslowski, and Cubber (2012).

A system for large scale location recognition for the environment based on skyline segmentation
where no GPS information is available was presented by Saurer et al. (2015). Shwe and Win (2017)
developed a map-based self-localization for autonomous mobile robot navigation which can be used
in a structured indoor environment only. It (Shwe & Win, 2017) is based on the visual detecting
process by fusing with the ultrasonic sensor and encoder method. In 2018, Wu, Zheng, Bao, and Li
(2018) published a reconfigurable micro mobile robot cluster system based on precision detection.

Indeed, a lot of research works have been accomplished on robot relocation at indoor and outdoor
with the help of various technologies or systems like RF, Internet, GPS, WiFi, indication sign, other
different networks, etc. (Wu, 2016). In the aforementioned research works, some (Magee & Aggarwal,
1995; Burgard et al., 1997; Yun et al., 2006; Huang et al., 2012; Shwe & Win, 2017) are only for
indoor purposes and applicable in a structured environment. The method of (Yun, Lyu, & Lee, 2006)
needs the help of an external camera like CCTV. Another method (Han et al., 2000) guides a SCARA
robot manipulator to reach the desired location without knowing or identifying its current position
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which is actually the movement of arm only. Two different methods have been presented in (Berrabah
& Bedkowski, 2008) where the first method needs geo-reference images for outdoor localization and
the second method uses a laser range finder to localize itself in an indoor environment. The method
(Bedkowski et al., 2012) has also used a commercially available laser management system. Another
method (Saurer et al., 2015) worked for the mountainous terrain area based on skyline segmentation.
However, it (Saurer et al., 2015) may not be applicable in city streets (particularly old town streets)
where there may have too many obstacles for visibility. Moreover, RF has been utilized in (Trinh
et al., 2012) and ultrasonic sensors, encoder methods, artificial landmarks, etc. have been used in
(Shwe & Win, 2017). The method (Wu et al., 2018) seemed to be for an indoor environment based
on robot marking or label detection.

It has been discussed that many prospective researchers have contributed to the arena of geo-
localization for the autonomous robot at in-door and out-door in flat and terrain regions with the
help of RF, GPS, Internet, Skyline, ultrasonic sensor, landmarks, laser management system, etc. If
none of the above helping tools are available at any moment while the robot is being moved and it
is crucially needed to move, the autonomous robot may be derailed or look for an alternative way of
self-localization. Considering these critical circumstances, we propose a solution in this paper where
all images and coordinates for a specific area are saved in an internal database of the robot. If the
robot is placed anywhere in the area, it will take a new picture and match it with the internal database
to obtain its current position in a reasonable time. We believe that our method can significantly add
value to other methods and open the window of an alternative way of localization in no-time.

In doing so, we build a database consisting of (i) 478 pictures of “Sagrada Familia - A church
at Barcelona” (shown in Figure 1), (ii) 3D-points matrix in Matlab “.mat” format and (iii) 2D-points

Figure 1. Images of “Sagrada Familia”

matrix in Matlab “.mat” format, and (iv) camera positions matrix for every image in 3D coordinate in
Matlab “.mat” format (Garrell & Sanfeliu, 2012). The database is described in section “DATABASE”.

In the proposed method, the database resides in the memory of the autonomous robot. The robot
has no implemented geo-localization system like GPS, Internet or any other network connectivity.
The autonomous robot has only to capture the image(s) and use them as input (as shown in Figure 2).
It has to look for the best matched or closest image from the database and assume its current position
by matched image’s position. The closest image is the one that obtains a minimum distance or best
matched with the autonomous robot’s input image. While designing and implementing the localization
method, both the accuracy and execution time should be kept as top priority because an autonomous
robot needs to know the current position spontaneously in run-time. Otherwise, it must reduce its
speed which will be an obstacle in achieving the objective of an autonomous robot in every mission.

In brief, the contribution of this paper is to solve the problem of finding the current location for
an autonomous robot in the area where there is no GPS, Internet, or any other network connectivity.
The proposed method will also add value to the other methods that are using some external
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Figure 2. Image taken by the autonomous robot

helping tools if these tools are not available somehow. Moreover, the localization method has been
accomplished here using three latest algorithms and a better solution has been identified among
them in terms of accuracy and elapsed time. Three algorithms are (i) Matlab Feature Extractor
(Speeded Up Robust Features — SURF), (ii) Iterative Closest Point-Bipartite (ICP-BP) and (iii)
Earth Mover Distance (EMD).

The rest of the paper is organized as: Description of relevant algorithms is provided in the next
section. After that the constitution of the database is explained. Experiments, Evaluation and discussion
on results are portrayed after database section. Finally, the concluding remarks with limitations and
future works are presented.

ALGORITHMS

In this paper, our idea is to design a method where a robot will find out its location based on an input
image with the help of its internal image database. The entire process will be offline and there will
be no help of any third party media like GPS, Radio Frequency, laser or any other devices. Hence,
we have chosen three algorithms (SURF, ICP-BP and EMD) based on computer vision, image
processing, graph matching, distance calculation, etc. Point to be mentioned that (i) SURF finds out
the number of matching points or similarities between two images, (ii) ICP-BP together used to find
out the minimum distance or dissimilarity between two images, and (iii) EMD is also used to find
out the minimum distance or dissimilarity between two images. Hence, using these three algorithms,
we can find out similar or closely matched image from a set of images based on maximum matching
points or similarities and minimum distances. In this regard, we have chosen these three algorithms
to find out similar or closely matched image from a set of images or from internal image database. In
this research work, the localization based on internal image database has been implemented by these
three algorithms. The more details about these three algorithms are given as follows.

Speeded Up Robust Features - SURF

Feature extraction is a type of dimensionality reduction that efficiently represents interesting parts
of an image as a compact feature vector (“Feature extraction”, 2019). This approach is useful
when image sizes are large and reduced feature representation is required to quickly complete
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tasks such as image matching and retrieval. Feature detection, feature extraction, and matching
are often combined to solve common computer vision problems such as object detection and
recognition, content-based image retrieval, face detection and recognition, texture classification,
etc. (“Feature extraction”, 2019).

Common feature extraction techniques are Histogram of Oriented Gradients (HOG), Speeded Up
Robust Features (SURF), Scale-Invariant Feature Transform (SIFT), Local Binary Patterns (LBP),
Haar wavelets, and Colour Histograms. SURF is the fastest algorithm among all of these feature
extraction techniques (Bay, Ess, Tuytelaars, & Gool, 2008a) and hence in our experiment, we have
used the SURF feature extraction technique.

SURF algorithm is based on the Scale-Invariant Feature Transform (SIFT) algorithm. The
standard version of SURF is several times faster than SIFT (Ghosh, Pandey, & Pati, 2015). SURF
is a detector and a high-performance descriptor of point of interest in an image where the image is
transformed into coordinates, using a technique called multi-resolution. SURF algorithm has the
following steps (Bay et al., 2008b):

1. Interest Point Detection:
a. Integral Images;
b. Hessian Matrix-Based Interest Points;
c. Scale Space Representation;
d. Interest Point Localization;
2. Interest Point Description and Matching:
a. Orientation Assignment;
b. Descriptor based on Sum of Haar Wavelet Responses;
c. Fast Indexing for Matching.

SUREF is applied to 2D points (as shown in Figure 3) to extract features information and
find out the number of matching points or similarities between two images. We extract some
salient 2D points for each image and one image is selected (as shown in Figure 3) randomly
from the database.

Figure 3. Salient 2D points of an image
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Iterative Closest Point (ICP) and Bipartite (BP) Algorithm

1. Iterative Closest Point (ICP): ICP (Besl & Mckay, 1992) is an algorithm employed to minimize
the difference between two clouds of points. In this algorithm, one point cloud (the reference
or target) is kept fixed, while the other one (the source or input) is transformed to the best
match with the reference. The algorithm iteratively revises the transformation (a combination
of translation and rotation) needed to minimize the distance from the source to the reference
point cloud. ICP takes reference and source point clouds to perform initial estimation of
the transformation to align the source to the reference (optional) and finally sets criteria for
stopping the iterations as input. After that, it transforms the source point clouds into targeted
refined transformation as follows:

a. For each point in the source point cloud, find the closest point in the reference point cloud;

b. Estimate the combination of rotation and translation using a mean squared error cost function
that will best align each source point to its match found in the previous step;

c. Transform the source points using the obtained transformation;

d. Iterate (re-associate the points, and so on);

2. Bipartite Algorithm (BP): The distance computation by the bipartite algorithm (BP) has been
described here based on the research work presented in (Riesen, Neuhaus, & Bunke, 2007; Riesen
& Bunke, 2009; Serratosa & Cortes, 2014). The key idea of BP is to define a dissimilarity measure
for graphs or vectors. In contrast to statistical pattern recognition, where patterns are described
by vectors, graphs do not offer a straightforward distance model like the euclidean distance. A
common way to define the dissimilarity of two graphs or vectors is to determine the minimal
amount of distortion that is needed to transform one graph into the other. These distortions are
given by insertions, deletions, and substitutions of nodes and edges.

For example, there are two graphs or vectors- the source graph g, and the target graph
g, The idea is to erase some nodes and edges from g, labeling some of the remaining nodes
and edges and possibly insert some nodes and edges so that g, is finally transformed into g,.
A sequence of edit operations that transforms g, into g, is called an edit path between g, and
g,- One can introduce cost functions for each edit operation to measure the strength of the
given distortion. The idea of such cost functions is that one can define whether or not an edit
operation represents a strong modification of the graph. Hence, between two structurally similar
graphs or vectors, there exists an inexpensive edit path that represents low-cost operations.
However, for structurally different graphs or vectors, an edit path with a high cost is required.
Consequently, the edit distance of two graphs or vectors is defined by the minimum cost edit
path between two graphs or vectors.

In the following, a graph has been denoted by g =(V, E, a, ), where V denotes a finite set of
nodes, E C V x Vis a set of directed edges, a: V — LV is a node labeling function assigning an
attribute from LV to each node, and f: E — LE is an edge labeling function. The substitution of a
node u by a node v is denoted by u — v, the insertion of u is presented by € — u, and the deletion
of u is mentioned by u — €.

The edit distance can be computed by a tree search algorithm, where possible edit paths are
iteratively explored and the minimum cost edit path can finally be retrieved from the search tree
(Serratosa & Cortes, 2014). This method allows us to find the optimal edit path between two graphs
or vectors.

We have extracted some salient 3D points for each image and the same image (as shown in Figure
3) has been selected from the database. ICP and BP together work on 3D points (as shown in Figure
4) and calculate the distance between two images.
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Figure 4. Salient 3D points of image
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Earth Mover’s Distance (EMD)

EMD (Serratosa & Sanfeliu, 2006) is a method to evaluate dissimilarity between two multi-
dimensional distributions in some feature space. For two given distributions, one can be seen
as a mass of earth properly spread in space and the other as a collection of holes in the same
space. EMD algorithm measures the least amount of work needed to fill the holes with the earth
where a unit of work means to transport a unit of the earth for a unit of the ground hole (Rubner,
Tomasi, & Guibas, 1998).

It is valid only if the two distributions have the same integral, as in normalized histograms or
probability density functions (Benois-Pineau, Precioso, Cord, 2012). The EMD distance (ordinal
distance) (Serratosa & Sanfeliu, 2006) between two histograms is the minimum of work needed to
transform from one histogram to the other. Histogram H(A) of the input image can be transformed
into histogram H(B) of the reference image by moving the elements to left or right and the total of
all necessary minimum movements is the distance between them.

The distance between two histograms is defined as follows (see Equation 1, (Serratosa &
Sanfeliu, 2006)):

b, (A (B) =515 (1 (4) -, (3) 0

Here, D_ implies the distance between two histogram H(A) and H(B), T implies the length of
H(A). Note that the length of both histograms has to be the same.

We convert all the colored images of “Sagrada Familia” (mentioned in Section “DATABASE”)
into grayscale images and then calculate their histogram. The histogram of the image (Figure 3) is
presented in Figure 5. After that, EMD has been applied to find out the distance between the source
and reference images.

After the implementation of three algorithms (i) SUREF, (ii) ICP-BP and (iii) EMD, we calculate
the accuracy in terms of neighbor images’ position and time elapsed to obtain the output. The
implementation detail is described in section “EXPERIMENTAL SETUP”.
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Figure 5. Histogram of the gray scale image
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DATABASE

A sequence of 2D-pictures (two rounds) has been taken of the “Sagrada Familia” church in Barcelona,
Spain, for creating the database. The first round pictures (total 364) have been captured around the
church with an increase of one-degree interval concerning the center of the church and the second
round pictures (total 114) have been taken with a three-degree interval. In this way, two rounds of
the 360-degree view have been covered with 478 (364+114) pictures.

Itis noticeable that “Sagrada Familia” church in Barcelona, Spain is just an example database for
our experiment what we have used in this research work. Anybody can view the panorama image of
this church at Visita Virtual (“Visita Virtual” 2020). The same experiment can be done for different
Spots or Locations by outside or in house image database.

From the entire sequence (478 pictures), a total of 100,532 3D-points of the church
have been extracted (using the Bundler method (Snavely & Todorovic, 2011)) and gathered
the information of corresponding 2D-pictures which visualize these 3D points. It is worth
mentioning that each picture contains from 4,000 to 40,000 3D-points. Moreover, the method
(Snavely & Todorovic, 2011) returns the relation between the 3D-points and the position in
pixels of the pictures. It is noticeable that the positions of the cameras were deduced by the
pose estimation method (Rubio et al., 2015).

We now have a 3x100,532 matrix of 3D-points in Matlab “.mat” format, where (i) 3
represents the 3D coordinates (u, v, w) and (ii) 100,532 represents the total number of 3D-points
(points of the church). Another matrix with size 102x3x100, 532 saved in Matlab “.mat”
format, where (i) 102 represents total number (maximum) of images can be displayed by the
3D points of the church, (ii) 3 represent picture number and 2D coordinates (i, x, y), where i
value varies from 1 to 478 (total no of pictures), and (iii) 100,532 represents the total number
of 3D points. We also have another matrix of camera positions with size 478x3, where (i)
478 represents the total number of images and (ii) 3 represents the camera’s (which is used to
capture these 478 images) 3D coordinates (i, v, w).

Figure 6 shows the 3D model (red points) of “Sagrada Familia”, and the different poses of the
camera that captured the images of the model (blue points). Axes are expressed in meters and the
center of the church is the origin of the coordinate system. Note that some noisy points are remaining
in the sky.
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Figure 6. 3D model of “Sagrada Familia”
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EXPERIMENTAL SETUP

In this section, the experiment with the three latest algorithms for the localization problem is presented
and a better solution is identified. The three algorithms (SURF, ICP-BP, and EMD) have already been
discussed in the second section. The performance of these algorithms has been measured based on
accuracy and elapsed time. Point to be mentioned that, a database (discussed in Database section)
of a total of 478 images and 100,532 3D-points have been used here for the purpose of evaluation.
The entire experiment has been accomplished in five steps. Some preprocessing for experimental
preparation has been performed in steps one and two. In step three, four and five have generated three
matrices (with two versions) are generated by SURF, ICP-BP, and EMD algorithms respectively.
SURF generates two versions of similarity matrices and other algorithms generate two versions of
distance matrices. These five steps of experiments are presented as follows:

Step 1: This is a preliminary step to carry out some necessary preprocessing related tasks. At first,
the 478 images are converted from JPEG format (JPEG is usually known as JPG. It stands for
Joint Photographic Expert Group) into PGM (Portable Gray Map) format by using IrfanView
(“Conversion of JPEG format images into PGM format”, 2020). The conversion is required
because SURF works on grayscale images only and EMD performs faster in the grayscale image.
The 3D-points (extracted from the mentioned images and explained in database section earlier)
database is a matrix with size 3x100532 which is too large to perform calculation within a rational
time-frame. In addition to these 3D-points database, there are a lot of unnecessary or unwanted
noise points. We need to reduce these noise points and find out only the salient points. Algorithm
1 has been used in step one to get a matrix (100532x1) of salient points in Matlab “.mat” format
where 100532 rows are specific for the 100532 3D-points. In this matrix, each cell has value 1
if the point is salient otherwise the cell has value 0.

Step 2: This step is also related to preprocessing. For every image, the individual matrix is generated
and save them in Matlab “.mat” format. These matrices contain all the images’ information for
every salient point equivalent to 2D, 3D points and their feature extraction values. Each image
matrix has size n x 72 where n varies from 0 to 100532 and the columns of the matrix contain
values according to Table 1. Algorithm 2 is used to generate the above-mentioned matrices (as
described in Table 1).
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Algorithm 1. Get salient points Matrix

max = 0.6 (this the arbitrarily chosen threshold point)
salients = array of Matlab ones with size (length/number of 3D-ponits)
// explained in the third paragraph of section-Database.
For i=1 to all 3D-ponits
for j=i+1 to all 3D-ponits

if (Euclidean norm (3D-points(i)) - Euclidean norm(3D-points(j))<
max)

salients(j) = 0;
end of if
end of for
end of for

n

.mat” format

save salient points matrix in Matlab

Table 1. Individual image Matrix

Column Values/Information
1 Every row’s 1st column is the identifier/no of 3D-points from1~100532
2-3 2nd and 3rd columns are 2D equivalent (x, y) coordinate values
4-6 4th, 5th and 6th positions are the 3D equivalent (u, v, w) coordinates
7th and 8th are the 2D equivalent coordinate (x’, y’) with respect to image size where image’s centre pixel
7-8 . .. .
is the (0,0) position of the X and Y axis
9-72 in the positions 9 to 72 are the Matlab feature extraction values (64 values)

Algorithm 2. Generate the image information Matrices

matrix p // declaration of a blank matrix;

for i = every images
for j = every 2D points // explained in the third paragraph of section-
Database.

if j is a salient point
get the 2D (x, y), 3D (u, v, w), 2D (x', y') and SURF feature extraction
points.
add them in a new row in the matrix p.
end of if
end of for
end of for
save the matrix named after the image name in Matlab ".mat" format

Step 3: In this step, we perform the first experiment with the SURF algorithm. In this experiment,
we use odd-numbered images (total 239) as the input images and even-numbered images (total
239) as reference/database images from a total of 478 images. We calculate the number of
matching points between two images and generate a matrix based on the SURF algorithm. In
this experiment, two versions of matrices are prepared as follows:
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a. Similarity matrix version-1: We generate the first version matrix with size 239x288 where
239 rows represent output according to the 239 input images and the columns contain values
according to Table 2. Algorithm 3 is used to generate the matrix described in Table 2;

b. Similarity matrix version-2: The SURF algorithm is used again to generate the second
version of the matrix where we have considered only one maximum (best) match. The size
of the matrix is 239 x 246 where 239 rows represent 239 outputs by the number of input
images and the columns contain values according to Table 3. Algorithm 4 has been utilized
to generate the matrix described in Table 3.

Step 4: In this step, we perform the second experiment with ICP and BP algorithms. It takes the same
input and reference images as step three. The distances between the two images are calculated
here. It is worth to mention that, we use the same approach (Algorithm 4) of Step three but instead
of SURF, we use ICP and BP (explained in the Algorithm section) and consider the minimum
distances. To calculate distances, both ICP and BP distance calculation algorithms are used. ICP
iteratively revises the transformation (a combination of translation and rotation) to minimize
the distance from the source to the reference image position (considering all the salient 3D
coordinates) and then BP is used to calculate the distance between input and reference images.
In this step, it also generates two versions of matrices like step three as follows:

a. Distance matrix version-1: The first version of the matrix has been generated with size
239x288, where 239 rows represent 239 outputs by the number of input images and the 288
columns contain values according to Table 4;

b. Distance matrix version-2: The second version of the matrix is generated with the
same approach of step three. We use ICP and BP to calculate the distances and consider
only one minimum distance. The size of the second version matrix is 239x246 where
239 rows represent outputs by the 239 input images and the 246 columns contain values
according to Table 5.

Step 5: This step also takes the same inputs and generates two distance matrices (similar to Steps
three and four). In this step, to calculate distances we use EMD (explained in Algorithm section).
The approach of this step is the same as step four; however, image histograms of both input
images and reference images as inputs and references are used. We conduct two versions for this
experiment (like step three and four) and save into two distance matrices with size 239x288 and
239x246. Both of these matrices contain values according to Table 4 and Table 5 respectively.

EVALUATION AND DISCUSSION ON RESULTS

The implementation detail, of the proposed method for three algorithms, has been depicted in the
experimental setup section. For evaluation, three matrices are generated from the experimentation
where each matrix has two versions. The matrices are as follows:

1. Maximum Matching Points or Similarities Matrix by SURF (see Table 2 for the first version of
matrix definition and see Table 3 for the second version of matrix definition);

2. Minimum Distance Matrix by ICP-BP (Table 4 for the first version matrix definition and Table
5 for the second version matrix definition);

3. Minimum Distance Matrix by EMD (Table 4 for the first version matrix definition and Table 5
for the second version matrix definition).

It is explained in the first version of matrices that there are four types of averages (mentioned in
columns 264, 269, 274, and 279 of Table 2 and 4). The best average (in terms of maximum matching
points or minimum distances) has been found out for each row and saved in column 285 (please see
Table 2 and 4, column 285 for the definition). For all the rows of three matrices (stated in the above
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Table 2. The similarity matrix (version-1) generated by SURF

Column Values/Information

1-239 Contains the number of matched points or similar points between input image and reference images.

240 Contains the maximum or highest number of matching point or similar point or value from column 1 to 239

241 Contains the identifier/index number (from 1-478, even numbers only) of the reference image whose number of matching points or
similarities with input image is maximum or equal to the values of column 240.

242 Contains the label according to the reference (column 241) image.

243 - 245 Contains the reference image (column 241) camera position u, v, w values.

246 Contains the second maximum or highest number of matching points or similar points or values from column 1 to 239.

247 Contains the identifier/index number (from 1-478, even numbers only) of the reference image whose number of matching points or
similarities with input image is second maximum or equal to the values of column 246.

248 Contains the label according to the reference (column 247) image.

249 - 251 Contains this reference image (column 247) camera position u, v, w values.

252 Contains the third maximum or highest number of matching points or similar points or values from column 1 to 239.

253 Contains the identifier/index number (from 1-478, even numbers only) of the reference image whose number of matching points or
similarities with input image is third maximum or equal to the values of column 252.

254 Contains the label according to the reference (column 253) image.

255-257 Contains this reference image (column 253) camera position u, v, w values.

258 Contains the fourth maximum or highest number of matching points or similar points or values from column 1 to 239.

259 Contains the identifier/index number (from 1-478, even numbers only) of the reference image whose number of matching points or
similarities with input image is fourth maximum or equal to the values of column 258.

260 Contains the label according to the reference (column 259) image.

261 -263 Contains this reference image (column 260) camera position u, v, w values.

264 Contains the first maximum matching point or similarity points, its equal to the value of column 240.

265 - 267 Contains the 3D positions of the first maximum matching point, this is equal to column 243,244,245 respectively.

268 Contains the error or Euclidian distance between the input images camera position (3D coordinates) and average 3D positions
(Columns 265,266 and 267).

269 Contains the average between first two maximum matching points or similarity points, its equal to the value of column (240 + 246)/2.

270-272 Contains the average 3D positions of the first and second maximum matching points, these are equal to the value of column
(243+249)/2, column (244+250)/2 and column (245+251)/2.

273 Contains the error or Euclidian distance between the input images camera position (3D coordinates) and the average 3D positions
(Column 270, 271 and 272).
Contains the average among the first three maximum matching points or similarity points, its equal to the value of column (240 +

274
246 + 252)/3.

275277 Contains the average 3D positions of the first three maximum matching points, these are equal t