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ABSTRACT

Different storage and handling conditions in cold supply chains often cause variations in the remaining 
shelf life of perishable foods. In particular, the actual shelf life may differ from the expiration date 
printed on the primary package. Based on temperature sensors placed on or close to the food products, 
a remaining shelf-life prediction (RSLP) service can be developed, which estimates the remaining 
shelf life of individual products, in real-time. This type of service may lead to decreased food waste 
and is used for discovering supply chain inefficiencies and ensuring food quality. Depending on the 
system architecture, different service qualities can be obtained in terms of usability, accuracy, security, 
etc. This article presents a novel approach for how to identify and select the most suitable system 
architectures for RSLP services. The approach is illustrated by ranking different architectures for a 
RSLP service directed towards the supply chain managers. As a proof of concept, some of the most 
highly ranked architectures have been implemented and tested in food cold supply chains.
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INTRODUCTION

Studies show that temperature in food supply chains (FSCs) often differ from the ones recommended 
by the producer (Hafliðason et al., 2012; Likar and Jevšnik, 2006). This might lead to shorter shelf 
life for perishables, such as dairy products, fresh meat and fish, and that the expiry dates printed on 
the primary packages no longer represent good estimates of the actual shelf life. On the other hand, 
food that has been well treated can often be safely consumed after the printed expiry date has passed. 
It has been estimated that one third of all food produced globally for human consumption is lost or 
wasted and that more than 40% of this food loss occur at retail and consumer levels, in industrialized 
countries (Gustavsson et al., 2011). With information about the actual shelf life of the products, this 
food waste can be reduced. One way to get an estimate closer to the actual shelf life than the printed 
expiry date is to use product condition monitoring. That is, to continuously measure relevant conditions 
of the products, such as temperature, and use these measurements to estimate the product shelf life.

Among environmental parameters in FSCs, temperature has the most significant influence on the 
quality of perishable food products (Jedermann et al., 2009). As a consequence, temperature abuse 
and fluctuations are the main reasons for product returns, food waste and financial losses (Raab et 
al., 2008). Scheer (2006) reports that mismanaged temperature during perishable FSC distribution 
can cause up to 35% in product loss. Moreover, Göransson et al. (2018a) have found significant 
differences in estimated product shelf life when comparing different FSCs for the same product types 
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and temperature requirements, in field tests. This means that the corresponding differences between 
actual shelf life and the shelf life printed on the packages, also varied. By using local sensors to 
measure the temperature in FSCs, the actual quality of the food products can be estimated. These 
sensors must be present throughout the transport chain, and the closer to the products they are placed, 
the more accurate estimations can be made. Based on the estimated quality, the remaining shelf 
life can be dynamically updated in real time, enabling product owners, actors within supply chain 
management and final consumers, to make more informed decisions about how to handle the food 
and when to discard it. Furthermore, a service providing a remaining shelf-life prediction (RSLP) 
based on temperature sensors might be colligated with other services such as tracking and tracing, 
product information (for instance origin and handling instructions), carbon dioxide labeling, and 
dynamic pricing (Bartels et al., 2010).

An RSLP service can be implemented in many different ways, using different system architectures. 
For instance, the remaining shelf life can be calculated on the product or by remote servers (in the 
cloud), and the temperature can be measured by a sensor attached to the product or by fixed close-by 
device. These different options need to be evaluated before an informed decision about the system 
architecture can be taken. To the best of our knowledge, there are no previous studies on how this 
can be done in a systematic manner for this type of service. In his paper, we present and apply a 
novel approach to identify and evaluate the most suitable system architecture for an RSLP service for 
perishable food. We illustrate the approach by ranking all architectures satisfying the requirements 
of two particular user groups: the supply chain managers and product owners. As a proof of concept, 
we have also implemented and tested some of the most highly ranked architectures in a cold FSC. In 
summary, the aims of this paper is to:

•	 Present and apply a novel approach to identify and evaluate the most suitable system architecture 
for an RSLP service,

•	 Present experiences gained from implementing and testing some of the most suitable RSLP 
architectures in a cold FSC,

•	 Prove that this type of service can be implemented using the technology available today.

The remainder of this paper is structured as follows. The next two sections describe previous 
studies related to product condition monitoring, and the methodology applied in this paper. Thereafter, 
we present the results in terms of a new model for representing the system architectures, a filtering 
process leading to a set of architectures subject for evaluation, the final ranking of these architectures, 
and the experiences gained from FSC implementation and tests (as proof of concept). The paper ends 
with a short discussion and summary of conclusions.

PRODUCT CONDITION MONITORING: STATE-OF-THE-ART

Products accompanied by a higher level of intelligence than only possessing an associated ID (e.g. 
the simplest form of RFID), are often referred to as “smart” or “intelligent” (Meyer et al., 2009). For 
instance, these products may be capable of communicating with their environments, storing data, 
processing data, and even making autonomous decisions. Depending on the level of intelligence, 
such products may be capable of monitoring the local conditions during transportation (López et al., 
2011), and maybe also of calculating the remaining shelf life. The intelligence related to a product 
may or may not be located on the product itself (Meyer et al., 2009). However, for the RSLP service, 
local intelligence, for instance implemented on the product, a pallet or in the vehicle, able to perform 
condition monitoring is required.

Within the area of communicative packaging, potential means to monitor the condition of 
packaged contents by enhancing the intelligence of the package itself have been investigated (Heising 
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et al., 2014). The solutions consist of a combination of packaging technologies and communicative 
signals (e.g. changing colors, diagrams, displays) (Dobon et al., 2011). Communicative packaging 
is seen as a specific type of smart packaging, which uses different technologies to add extra features 
to packaging (e.g. information about remaining shelf life, identification about the type/origin of the 
product and protection against counterfeiting). A life cycle assessment study on the use of a flexible 
best-before-date communicative device (FBBD, with a temperature logger and a display) on packaging 
consumer units, shows that the use of FBBD devices decreases environmental burdens associated 
to the production, packaging and delivery to the point of sale, thanks to reduction in food losses 
(Dobon et al., 2011). Other case studies show potential benefits of radio-frequency identification 
(RFID) based cold-chain monitoring in increased sales due to reduced out-of-stock, reduction in 
inventory due to lower safety stock, improvement of visibility and transparency in the supply chain 
etc. (Jol et al., 2006). Benefits from using TTIs (Sahin et al., 2007; Bhushan and Gummaraju, 2002) 
and wireless sensor networks (Qi et al., 2014) have also been investigated. In particular, Bijwaard et 
al. (2011) have studied the communication links in a wireless sensor network capable of monitoring 
environmental conditions, calculating the remaining product shelf life, and transmit this data to a 
back-end server. In recent years, FSC monitoring based on the Internet of Things (IoT) umbrella 
concept have emerged (Wang and Yue, 2017). For instance, data collected by means of IoT can be 
represented in virtual objects, to allow for monitoring, controlling, planning and optimizing remotely 
and in real time (Verdouw et al., 2016).

An alternative to enhancing the package of a product itself is to place the local intelligence, 
including temperature sensors, on a higher level, such as on containers or in vehicles (Ruiz-Garcia 
et al., 2007; Jedermann et al., 2014). For instance, Sciortino et al. (2016) have developed a smart 
logistics unit (SLU) mounted on pallets, that measures humidity, temperature and different types of 
gases, and communicates these measurements, together with GPS information, to a server.

Placing intelligence on different levels in a transport system results in different processing, 
information and communication requirements as well as enables different service qualities and 
functionalities. Depending on the purpose of local condition monitoring and shelf-life estimations, 
different solutions based on different system architectures might thereby be preferred - in particular 
by different target user groups. As shown above, several previous studies have investigated how to 
monitor food products. Some of them have also used the collected sensor data to calculate product 
shelf life. Although different system architectures can be distinguished in the previous studies, none 
of the studies addresses the problem of how to identify the different architecture alternatives and how 
to determine which one to choose. This paper aims at filling this research gap.

METHODOLOGY

The research methodology applied in this paper is based on design science (DS) research in information 
systems (IS) (Hevner et al., 2004). This discipline is directed towards creating applicable solutions 
to problems, by developing artifacts, at the intersection of IT and organizations (Peffers et al., 2007). 
According to this terminology, the artifact developed within our study is a method for identifying 
and evaluating appropriate system architectures. Hevner et al. (2004) present a framework for 
understanding, executing, and evaluating information systems (IS) research. The framework includes 
the environment, which defines the problem space and the business needs, and the knowledge base, 
which provides the raw materials to the IS research (theories, frameworks, etc.). The business needs 
and the knowledge base form the input to the IS research process. The principal business needs for 
our research have been described in the introduction. The knowledge base is composed of conceptual 
modelling and existing expertise concerning field tests and questionnaires.

In order to determine necessary requirements for the RSLP service and the corresponding system 
architecture, we used the results from a previous study, in which we interviewed 11 different FSC 
actors (Jevinger et al., 2014). Additionally, we conducted literature studies to identify relevant criteria. 
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In order to value the identified criteria, we then asked five actors within the FSC, four different 
perishable food producers and one supply chain manager, to fill in a questionnaire. These actors were 
selected to reflect the user groups in focus in this paper. The questionnaire asked each respondent to 
set a value (between 1 and 10) to each of the identified criteria (see Appendix 1).

As mentioned above, we have developed a novel approach to identify and evaluate the most 
suitable system architecture for an RSLP service. The information collected from the interviews, 
questionnaire and literature review was used to specify the target user group requirements, in this 
approach. We also developed a system architecture representation model, as part of the approach. The 
model characterizes architectures based on where (e.g., directly at the product or at a remote server) the 
different activities involved in the RSLP service (e.g., reading and storing sensor data, and computing 
the RSLP) are performed. The model is used to identify the set of all possible system architectures. 
Thereafter, the candidates that do not meet the target user group requirements are removed from the 
set. Moreover, we use conceptual filtering principles to remove architecture candidates that do not 
seem reasonable from a practical perspective. The remaining system architectures are then evaluated 
using an Analytical Hierarchical Process (AHP), which is a method for analyzing complex decision 
problems with multiple criteria (Saaty, 1980). The criteria are used in pairwise comparisons of the 
considered alternatives and should reflect all important aspects of each of the alternatives (Saaty, 1987).

We illustrate the novel approach to identify the most suitable system architectures, by applying 
it to two particular user groups, the supply chain managers and product owners. Some of the most 
highly ranked system architectures were then implemented and tested in real cold FSCs, involving 
food producers, logistics service providers, wholesalers, distributors, and retailers. Some of the system 
requirements from the previous study also affected the implementation of this architecture (Jevinger 
et al., 2014). Thereby, these served as requirements during the implementing phase, as well.

In this study, the RSLP is based on temperature measurements. Thus, sensors are needed to 
record the local conditions according to some time interval. Theoretically, the service could have 
been based on measuring the current bacteria level only. However, given the current status of sensor 
technology, direct measurement of the current bacteria level in a product is not a viable approach.

RESULTS

In order to be able to compare different system architectures of an RSLP service, they must first be 
identified and characterized. We have developed a new system architecture representation model, 
that characterizes the architectures based on where the different activities involved in the service are 
performed. The model was developed by first specifying all activities (A) that must be performed, as 
well as the different locations (L) where each of these activities could be performed. By combining the 
activities with the locations, we got the set of all potential architectures (i.e., the Cartesian product L\A\).

The set of potential architectures was then reduced by removing unfeasible and obviously 
impractical architectures. From the remaining set of architectures, the most suitable ones, with respect 
to the functional and quality requirements of each target user group, should be found. Ideally, every 
identified architecture should be evaluated and compared. However, due to the amount of work this 
process would require, the least suitable ones were filtered out in two steps. In the first filtering step, we 
applied target user group requirements specifying where the RSLP should be presented. For instance, 
some user groups might want to reach the RSLP via a mobile terminal (e.g. terminal workers) whereas 
others might want to read it on the product itself (e.g. consumers). In this paper, we only focus on the 
architectures satisfying the requirements of the supply chain managers and product owners, which are 
both assumed to require the RSLP displayed in a remote device, for instance a stationary computer 
running an ERP system. In the second filtering step, two conceptual filtering principles derived from 
general requirements on the architecture were applied to distinguish the most promising candidates.

Finally, AHP analysis was performed on the resulting set of architectures, prioritizing the most 
suitable ones according to a set of quality-based criteria. As mentioned above, the criteria used should 
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reflect all the important aspects of each of the considered alternatives. In our case, we identified a 
part of these criteria by analyzing the service requirements expressed by FSC actors. Interviews from 
a previous study identified following system requirements (Jevinger et al., 2014):

1. 	 The solution must be affordable.
2. 	 The solution should be seamlessly integrated in the FSC.
3. 	 The generated information should be reported directly into the Enterprise Resource Planning 

(ERP) systems.
4. 	 Temperature must be measured close to the products.
5. 	 Generated information must be protected from unauthorized access (e.g. from competitors)
6. 	 Generated information must be protected from data tampering.

System requirements no. 2 and 3, affect the implementation of an architecture. Requirements 
no. 4-6 influence the choice of architecture. These requirements were therefore used, in combination 
with quality attributes gathered from literature (Offutt, 2002; Barbacci et al., 1995; O’Brien et al., 
2007; Larsson, 2004; Clements, 2001), to determine the criteria for the AHP. In order to value the 
identified criteria, we collected data from the questionnaire. The results from this questionnaire 
served as input to the AHP.

Requirement 1 naturally also influences the final choice of architecture. However, since costs 
are dependent on current prices and technological achievements, cost aspects are not included in the 
AHP. Instead, the architectures are prioritized from a functional and quality perspective. Cost aspects 
are taken into consideration after the AHP.

Figure 1 illustrates the different steps in the novel approach used for identifying possible system 
architectures for RSLP services and evaluating the most suitable ones.

In the following subsections we first present and apply the system architecture representation 
model (step 1 in Figure 1). We then describe the target user group requirements as well as the 
conceptual filtering principles used (step 2 and 3 in Figure 1). This is followed by the application 
of the Analytical Hierarchical Process to evaluate the remaining system architectures (step 4 in 
Figure 1). The section ends with a proof of concept, presenting the experiences gained from our 
FSC implementations and tests of some of the most highly ranked architectures resulting from the 
preceding application of steps 1-4.

System Architecture Representation Model
The RSLP service requires the execution of four main activities: (a1) the local temperature of the 
product have to be measured, (a2) the recorded temperature data must be stored, (a3) the RSLP must 
be calculated based on the stored temperature data, and (a4) the result must be presented to the user 
of the service. These activities (A={a1, a2, a3, a4}) can be performed at different locations: at product 
level (P), on a fixed local device (N), on a mobile local device (M), in a remote device (R) or in the 

Figure 1. Approach to identify and evaluate the most suitable system architectures for RSLP services
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cloud (C), i.e. L={P, N, M, R, C}. Below, a more detailed explanation of the different locations is 
given. Figure 2 illustrates the corresponding possible communication links between these locations. 
In this study, we assume that both R and M are connected with the cloud (when there is coverage) 
and that N is available whenever needed in accordance with the requirements of the architecture.

The entities in set L can be explained as follows:

P: Entity at product level, i.e., attached to the primary package. This entity follows the product 
throughout the transport.

N: Local device near the products, located for instance on the secondary package, pallet, or inside a 
vehicle, terminal or refrigerator. The N used by the service on behalf of a product may change 
during transport.

M: Mobile local device within communication range of the product or local device. This could be a 
smartphone used by consumers or local supply chain personnel, e.g. truck drivers and terminal 
workers. M may communicate directly with N and P.

R: Remote device, for instance a stationary computer running an ERP system. R is unable to 
communicate directly with N and P.

C: Cloud entities, for instance network servers, accessible from any device with Internet access.

Given the number of activities and the number of possible locations above, the set of potential 
architectures, L\A\, consists of 625 elements (5*5*5*5 = 625). However, some of these correspond to 
unfeasible or obviously impractical solutions. Measuring the local conditions in C or R is impossible, 
and to do it on M is impractical since M may be moved around. Also, to store the sensor data on M 
or N is impractical since the service should not be dependent on M being present (receiving sensor 
data via WPAN/RFID) and since storing sensor data on N would require a data transfer whenever 
N changes and that might not be possible (or desirable for security reasons). Finally, to present the 
expiration date in C is not meaningful. To sum up, in reality the activities may only be executed in 
the following locations in the system:

Figure 2. Possible communication links between different parts of the service system, (W)WAN: (Wireless) Wide Area Network, 
WLAN: Wireless Local Area Network WPAN: Wireless Personal Area Network.
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1. 	 Measurement of local conditions: P or N
2. 	 Sensor data storage: P, C or R
3. 	 RSLP calculation: P, N, M, R or C
4. 	 RSLP presentation: P, N, M, or R

The resulting RSLPs are assumed to be stored either where they are calculated or where they are 
to be presented in the system (or not at all). The RSLP calculation is based on current and historical 
sensor data and this sensor data might, on the other hand, be stored somewhere apart from where it 
is collected or used. The reason for storing this data in a third place might be to avoid overloading 
the product level or to allow for the fixed local device to be changed during transport. Depending 
on where the sensor data is stored, a higher level of intelligence might be required by the involved 
entities, as well as additional communication.

The options listed above results in 120 different alternative architectures (2*5*4*3 = 120). We 
have investigated each one of them with respect to individual characteristics, usefulness for different 
target user groups, communication paths and required capabilities (according to Jevinger et al., 2011).

The architectures can be grouped based on where measurement, storage and calculation are 
located. All architectures with the same locations of these activities only differ in where the RSLP 
is presented, and they may therefore be combined to provide several means of accessing the RSLP. 
For instance, a solution showing the RSLP in both the R and M might be required (e.g. to satisfy 
requirements from drivers and terminal workers as well as centralized supply chain managers), 
based on architectures with the same locations of the other service activities (measurement, storage 
and calculation). In this study, we show an approach to how to prioritize the most suitable solutions 
for one of the target user groups; however, this approach can be used to prioritize the solutions for 
other user groups as well. If a combination is required as described, the topmost architectures with 
the same locations of measurement, storage and calculation should be selected from the resulting 
prioritized lists of architectures.

Target User Group Requirements and Conceptual Filtering Principles
Different user groups, e.g. consumers, terminal workers, truck drivers, supply chain managers, product 
owners, etc., require different alternatives for how the RSLP should be accessed. This paper focuses on 
the supply chain managers and product owners, which we assume only have one requirement on how 
they want to read the RSLP, namely in a remote device (R). For instance, they might want the RSLP 
service integrated with their ERP system. Ideally, all architectures fulfilling this requirement should 
be evaluated with respect to the functional and quality preferences of the supply chain managers/
product owners. This would mean evaluating 48 architectures. For other user groups identified, the 
set of architectures to evaluate has been shown to be 138 and performing an AHP on all of these 
would require a huge amount of work. Moreover, many of the architectures that are possible from 
a theoretical perspective reflect solutions that do not seem reasonable from a practical perspective, 
such as calculating the RSLP in M and showing the result on P. Therefore, we have developed two 
principles for filtering out the least promising architectures, from the perspective of the supply chain 
managers/product owners. The list of principles may have to be extended for other user groups, though 
the principles below should be applied for those as well.

Conceptual Filtering Principle 1: If sensor data is stored on C/R and the RSLP is presented 
on R, the calculation should be co-located with the storage or the presentation. The purpose of this 
principle is to prioritize the simplest solutions that do not involve sending information back and forth, 
in particular from the central level, to the local level, and back again. For instance, architectures storing 
sensor data in R, using P/N for calculation, and showing the resulting RSLP in R, are removed. This 
principle filters out the following architectures (Measurement-Storage-Calculation-Presentation): 
P-C-P-R, N-C-P-R, P-C-N-R, N-C-N-R, P-C-M-R, N-C-M-R, P-R-M-R, N-R-M-R, P-R-C-R, N-R-
C-R, P-R-N-R, N-R-N-R, P-R-P-R, N-R-P-R.
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Conceptual Filtering Principle 2: Architectures showing the RSLP on R shall not use M for 
calculation. The supply chain managers/product owners should not be dependent on M for receiving 
the RSLP since M is mobile and is therefore not guaranteed to always be present. This principle filters 
out the following architectures: P-P-M-R, N-P-M-R.

As a result, 14 architecture candidates remain that have not been rejected by the principles. Thus, 
the following AHP will be based on these.

Analytical Hierarchical Process
AHP is an approach to evaluating a number of different alternatives with respect to several criteria, 
and based on this, select the best option. Pairwise comparisons are used to develop overall priorities 
reflecting the importance of each criterion, relative to the goal of the selection problem. The 
performance of each alternative on each criterion must also be determined, and together with the 
priorities of the criteria, a ranking of the alternatives can be produced. In this paper, we use AHP to 
rank the remaining architecture candidates. AHP has previously been successfully used for evaluating 
architecture candidates (Svahnberg et al., 2003; Davidsson et al., 2006). As a first step, the set of 
criteria must be identified. Based on a large set of quality attributes found in literature (Offutt, 2002; 
Barbacci et al., 1995; O’Brien et al., 2007; Larsson, 2004; Clements, 2001), in combination with a 
number of RSLP service requirements from a previous study (Jevinger et al., 2014), we have identified 
the criteria listed in Table 1 as relevant for the RSLP service.

The second step of AHP involves prioritizing the criteria according the importance of each 
criterion, in relation to the goal of the selection problem. Each criterion is pairwise compared 
to all other criteria with respect to how desired they are to the service system. In our case, these 
comparisons were based on the questionnaires given to actors operating in different parts of the FSC 
(see methodology section). We only used consistent priorities, and after the pairwise comparisons, the 
priorities were normalized to sum up to one. The questionnaire responses can be found in Appendix 
2, and the resulting normalized priorities are listed in the first row of Table 2.

In the third step of AHP, the architecture candidates are compared with all other candidates, 
with respect to the criteria. These comparisons are based on pairwise assessments and as before, 
we used consistent priorities, normalized to sum up to one. The resulting sets are shown in Table 2, 
below first row.

In the fourth step, the relative importance of each criterion is combined with how well each 
architecture candidate satisfy the criteria, by multiplying the normalized priorities related to the 
architecture candidates with the normalized priorities of the criteria. The resulting products are 
thereafter summed for each architecture candidate and the values of these sums reflect the suitability 
of each candidate, in relation to the other candidates. The final values for each architecture candidate 
are presented in the last column of Table 2.

Table 2 shows that, with this approach, architecture N-R-R-R receives the highest AHP score for 
the supply chain managers/product owners, with respect to quality and functionality requirements. 
Architecture P-R-R-R is second best, whereas the two similar architectures P-P-P-R and P-P-R-R are 
regarded as third best. Even though the accuracy is considered as most important and measurements 
on P have a much higher accuracy than measurements on N, architecture N-R-R-R still receives higher 
priority due to its other advantages, primarily in response time, security and availability. Had the 
accuracy been considered as even more important by the questionnaire respondents, the priorities of 
the two architectures might have been reversed.

Taking into consideration the costs of each solution as well naturally would change the AHP 
scores. For instance, architecture P-R-R-R most probably entails a higher cost than architecture 
N-P-R-R, since architecture P-R-R-R requires sensor capability on P whereas architecture N-P-R-R 
may be implemented using a simple read/write passive RFID tag on P. Implementing a high level 
of intelligence in product-level devices is usually relatively costly since the number of products is 
high in relation to the other potential locations, for instance vehicles. Thus, the approach presented 
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Table 1. Criteria for AHP analysis

Criteria Meaning

Response 
time

How long it takes to process a request (O’Brien et al., 2007). We define it as the time it takes from 
asking for the RSLP, until it is available for the user. Situations in which the RSLP cannot be provided 
at all are covered by Availability.

Security We consider integrity and confidentiality as the most relevant aspects of security. Integrity guarantees 
that information is not corrupted and confidentiality ensures that access to the information/service is 
granted only to authorized subjects (O’Brien et al., 2007). In our context integrity corresponds to how 
difficult it is to manipulate the system into producing no or erroneous RSLPs, and confidentiality to 
how difficult it is for unauthorized users to access the RSLP.

Availability The proportion of time a system or component is operational and accessible (O’Brien et al., 2007). In 
our context, it is measured as the proportion of the time the service is operational during its lifetime. We 
do not address physical damage of equipment.

Modifiability The ability to make changes to a system quickly and cost-effectively (Clements et al., 2001). In our 
context, it is a measure of how easy and cost-effectively the software (date estimation algorithms, 
software functionality etc.) and the hardware components (tags, readers, displays etc.) of the service can 
be exchanged.

Scalability The ability of the system to function well when the system is changed in size or in volume in order to 
meet users’ needs (O’Brien et al., 2007). In our context, it concerns how well the service system is able 
to handle a growing number of products or longer transport distances.

Accuracy The precision of computations and control (Larsson, 2004). In our context, it concerns how well the 
RSLP approximates the actual remaining shelf life, including the reliability of the sensor data.

Table 2. Priorities derived from questionnaires and comparisons between the architecture candidates with respect to the 
criteria as well as the final results of the AHP analysis

Response time Security Availability Modifiability Scalability Accuracy AHP 
results

Priorities 0,166 0,170 0,175 0,157 0,144 0,188

P-P-P-R 0,077 0,073 0,073 0,102 0,046 0,158 0,090

N-P-P-R 0,038 0,024 0,024 0,051 0,046 0,018 0,033

P-P-N-R 0,077 0,073 0,073 0,051 0,023 0,158 0,079

N-P-N-R 0,038 0,024 0,024 0,034 0,023 0,018 0,027

P-P-C-R 0,051 0,036 0,036 0,102 0,046 0,158 0,073

P-C-C-R 0,051 0,073 0,036 0,102 0,091 0,079 0,071

N-P-C-R 0,044 0,018 0,018 0,051 0,046 0,018 0,031

N-C-C-R 0,115 0,073 0,146 0,051 0,136 0,020 0,088

P-C-R-R 0,051 0,073 0,036 0,102 0,091 0,079 0,071

N-C-R-R 0,115 0,073 0,146 0,051 0,136 0,020 0,088

P-P-R-R 0,077 0,073 0,073 0,102 0,046 0,158 0,090

N-P-R-R 0,038 0,024 0,024 0,051 0,046 0,018 0,033

P-R-R-R 0,077 0,146 0,073 0,102 0,091 0,079 0,094

N-R-R-R 0,153 0,218 0,218 0,051 0,136 0,020 0,132
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in this paper should primarily be used for prioritizing the architectures from a functional and quality 
perspective and based on these results, in combination with the costs of each architecture candidate, 
the most suitable solution can finally be selected.

Proof of Concept
According to Table 2, the following architectures received the highest AHP scores: P-P-P-R, P-P-
N-R, P-P-C-R, P-C-C-R, N-C-C-R, P-C-R-R, N-C-R-R, P-P-R-R, P-R-R-R, N-R-R-R. However, as 
mentioned above, costs have not yet been considered. After having searched the market for available 
sensors and corresponding readers, we concluded that temperature sensors using Bluetooth Low 
Energy (BLE) technology would incur the lowest costs. For instance, RFID readers both cover a 
smaller area and are more expensive. The choice of using BLE caused some restrictions on the 
architectures, though. Of the architectures with highest priorities, P-P-P-R, P-P-N-R, P-P-C-R, P-P-
R-R, P-C-R-R and N-C-R-R (written in italics in Table 2) were not included in the cold FSC tests, 
for the following reasons:

•	 Letting the product level be responsible for both measuring the temperature and storing the data, 
requires a sensor with logging capabilities. However, we were unable to find BLE temperature 
sensors with logging capabilities on the market (without additional development costs included 
in the prize). Therefore, architectures P-P-P-R, P-P-N-R, P-P-C-R, P-P-R-R were excluded.

•	 As can be seen, the architectures P-C-R-R and P-C-C-R receive the same AHP score in Table 
2. Thus, from a functional and quality perspective, these are equally well suited. The same goes 
for architectures N-C-R-R and N-C-C-R. For practical reasons, we chose only to implement 
P-C-C-R and N-C-C-R.

In summary, the cold FSC tests included the architectures P-C-C-R, N-C-C-R, P-R-R-R, N-R-
R-R (written in boldface in Table 2).

The implementation included Bluetooth Low Energy temperature sensors (nRF51822, Nordic 
Semiconductor) measuring food product temperatures, smartphones (Sony Xperia) acting as gateways, 
a relational database storing all temperature data and a web server with PHP support, which calculated 
and distributed all results. The gateways were responsible for collecting temperature sensor data and 
transmitting it to the database. The data was then used by the web server to calculate the remaining 
shelf lives of the products involved, at any given time. The cold FSC tests included three different 
product types: fresh cod, smoked ham and cottage cheese. Different product-specific microbiological 
prediction models were implemented for each of the product types: Mataragas et al. (2006) for smoked 
ham, Dalgaard et al. (1997) for fresh cod and Østergaard et al. (2014) for cottage cheese. The selection 
of these models was based on previous microbiological studies within the project Dynahmat (Dynamic 
shelf life for minimised food waste (Dynahmat, 2016)), aiming at identifying models with the smallest 
bias and highest accuracy factor, in relation to measured bacteria levels. All FSC tests took place in 
the southern and middle parts of Sweden, and were carried out between 2014 and 2016, as part of the 
Dynahmat project. Both the database and the web server were deployed at an IBM platform called 
Bluemix. Figure 3 shows the system setup.

The communication between the gateway and the database was based on the HTTP POST 
protocol, over 3G. The information protocol was defined as part of the study, and it primarily included 
the following information: ID of the sensor, ID of the gateway, measured temperature, time of the 
measurement, and location of the gateway at the time of measurement. The last information entity was 
used for track and trace purposes, e.g. when temperature was below or above recommended limits.

The application formed by the database and the PHP scripts enables users to create representations 
of cold FSCs. The product type connected to a sensor is specified in the user interface, when the 
sensor is associated with a specific test. The product type determines which prediction model is 
used. Moreover, since the initial concentration of target bacteria has a strong influence on the shelf 
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life of a product, this also has to be specified by the user. Since we have no information about future 
temperatures, two different versions of the RSLP are presented by the system: one based on the 
assumption that the product temperature is kept at the highest recommended temperature in the 
future, and one based on the assumption that the product temperature remains the same as the current 
temperature.

An important insight gained from the cold FSC tests was that the sensors acquired from retailers 
were rarely correctly calibrated, which caused discrepancies between the actual temperatures and the 
measured temperatures. Therefore, we investigated the calibration of each of the sensors in a thermal 
incubator. As a result, a linear equation (y kx m= + , where y represents the actual temperature and 
x represents the measured temperature), had to be used to compensate for the error. The coefficient 
(k) and the constant (m) for each sensor were identified by the thermal incubator tests, and then 
inserted into the system via the user interface. We investigated the calibration of more than 100 
sensors. However, for a commercial solution, this will most probably not be a viable approach.

According to the requirements on an RSLP service, the generated information should be reported 
directly into the ERP systems. To satisfy this requirement, the implemented system allows for data 
retrieval via an API. The default response format is JSON over HTTP but the data can also be fetched 
as CSV over HTTP (see Figure 3). The following data may be retrieved:

•	 Sensor data as received from the gateways (raw data)
•	 Actual temperature data (calibrated as described above)
•	 Prediction data

The prediction models used in the tests (for fresh cod, smoked ham and cottage cheese) share 
some similarities, which led to an implementation where the prediction models inherit from a generic 
prediction model. The shared functionality was defined in the generic model, whereas specifics and 
differences were handled by extending and overriding the generic model, in the specific model. 
However, in its present form, whenever new prediction models need to be added, the software must 
be altered. To overcome this problem, the microbiological models should be parameterized, so that 
when perishables with new prediction models are to be added to the system, these models can be 
specified via the user interface.

The implemented architectures, i.e. P-C-C-R, N-C-C-R, P-R-R-R and N-R-R-R, differ in sensor 
location as well data storage and calculation location. The differences in sensor location had no 
effect on our implementation, except for the number of sensors required. Moreover, as shown by 
Göransson et al. (2018b), the different sensor locations probably have little effect on the accuracy of 
the shelf-life predictions. The differences in data storage and calculation location primarily affected 
the security. When implemented in C, we had less control over the security, but had to rely on some 
of the services provided by Bluemix.

Figure 3. System setup applied in the cold FSC tests
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DISCUSSION AND CONCLUSION

We have shown a novel approach to how to identify the most suitable system architectures of an RSLP 
service. As part of this approach, we have developed a system architecture representation model, 
which characterizes architectures based on where the different activities involved in the service are 
performed. The primary advantage with this model is that all possible architectures can be identified 
and evaluated. Thereafter, we have used user group specific requirements and two conceptual filtering 
principles to identify and remove architecture candidates that do not fulfill the general requirements on 
the final solution. The remaining set of candidates has been evaluated in an AHP based on a number 
of quality criteria, and the results are presented as a list of priorities of the candidates.

Furthermore, we have illustrated the novel approach to identify the most suitable system 
architectures, by applying it for two particular user groups, the supply chain managers and product 
owners. This work resulted in a list of the most highly ranked architectures. Some of these were then 
implemented and tested in cold FSCs. These tests proved that a working solution of this type of service 
can be implemented using the technology available today. The tests also validated that the method 
developed can be used to find a solution that can be implemented and used. The implemented solution 
is generic in the sense that it works for different types of sensors and food products.

These tests included software that provided shelf-life data based on product-specific prediction 
models. In our implementation, these models were incorporated with the system. However, depending 
on the business model behind the RSLP service, there may be other alternatives to this. For instance, 
the prediction models may reside within each FSC actor’s own information system. This means that 
the actor would be responsible for producing the prediction data based on the sensor data, which is 
retrieved from the system via the APIs. Another alternative would be to let the FSC actors define and 
formalize the prediction models within each actor’s domain, and then communicate them in a way that 
allows the system to use them. This would require a defined a messaging format for communications 
between the system and the actors. A conventional format for such tasks is XML.

Our implementation included a gateway communicating sensor data from the products, to the 
central database. One alternative to this would be to let the products communicate directly with the 
database, by using a low-power wide-area network protocol, e.g. NB-IoT or LoRa. Naturally, these 
communication technologies can also be used for any fixed local devices.

According to the system requirements identified in a previous study (Jevinger et al., 2014), the 
solution should preferable be integrated with the food producer systems used today. This means that 
the RSLP service should add as little extra work as possible, for instance, around sensor installations. 
There is no need for having sensors at every food product, though. Göransson et al. (2018b) emphasize 
the importance of continuous temperature monitoring along the entire cold food supply chains. 
However, they show that temperature sensors used for calculating the predicted shelf life of a product, 
can be placed relatively far from the product itself (e.g. on the secondary package or even on the 
pallet) without jeopardizing the reliability of the resulting shelf-life prediction.

Building up an infrastructure for an RSLP service may enable other services as well, e.g. 
temperature control, dynamic pricing, and track and trace. In particular, the actors participating in our 
studies have expressed specific interests for a common and reliable way of temperature measurements 
along the FSC. However, an RSLP service also raises many questions in terms of the business model. 
For a successful implementation, sensor data is required from the entire FSC, which means that many 
actors must be involved. Some of these gain more from the service than others. Who should pay for 
what investments, and who owns the generated data? These and many other associated questions 
need to be sorted out.

Future work involves implementation of the other system architectures that received high AHP 
scores, which would enable further validation. In particular, quantitative evaluation of different 
architectures in practical implementations would be useful. Moreover, further studies on how an 
RSLP service would affect the behaviors of consumers and supply chain actors are needed, as well 
as investigations related to the user interface design.
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APPENDIX 1

Please provide scores from 1 to 10, based on importance (10 corresponding to extremely important 
and 1 not at all important)
Response time: We define the response time as the time it takes from asking for the expiry date, till 
it is available for the asking user or system. Long response times can be caused by, for instance, poor 
wireless coverage, overloads, or many and long communication paths. Situations where the expiry 
date cannot be transmitted at all due to lack of wireless coverage are encompassed by the Availability 
criteria.
Security: Security corresponds to how difficult it is to manipulate the system into producing no or 
erroneous expiry dates, or how difficult it is for unauthorized users to access the expiry date. Bad 
security can be caused by, for instance, communication through networks controlled by unauthorized 
actors, malicious disturbance of wireless communication and badly protected local information, e.g. 
in RFID tags.
Availability: Availability is measured as the proportion of total time the service is operational in 
relation to the required lifetime of the service. We are not focused on implementation-specific details 
like, for instance, compatibility issues between a reader and a tag or devices of poor quality. Nor do 
we address the risk of physical damage locally placed devices (for instance RFID tags and sensors) 
are exposed. Low availability can be caused by, for instance, lack of wireless coverage, overloads, 
architecture design or batteries running out of power.
Modifiability: Modifiability is a measure of how easy and cost-effectively the software (date estimation 
algorithms, software functionality etc.) and the hardware components (tags, readers, displays etc.) 
of the service can be exchanged. Bad modifiability can be caused by, for instance, reusable tags and 
sensors that may be necessary to update, especially if they lack connection to a central information 
system.
Scalability: Scalability concerns how well the service system is able to handle a growing number 
of products or longer transport distances. A solution might have low scalability due to, for instance, 
local entities responsible for wireless communication or processing from several products, or local 
entities storing sensor data during long-distance transports.
Accuracy: The accuracy concerns how well the estimated expiry date approximates the actual expiry 
date. For instance, the closer to the products the sensor is placed, and the more often a sensor measures, 
the more accurate expiry date can be obtained.

APPENDIX 2

Table 3. Questionnaire responses

Response time Security Availability Modifiability Scalability Accuracy

Food producer 1 7 9 8 10 8 10

Food producer 2 9 10 9 8 8 8

Food producer 3 7 5 8 8 7 5

Food producer 3 10 9 10 7 7 10

Supply chain 
manager

5 6 5 3 3 10

Sum 38 39 40 36 33 43

Normalized 
priorities

0,166 0,170 0,175 0,157 0,144 0,188
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